Cold pools in shear

By DOUGLAS J. PARKER*

University of Reading, UK

(Received 21 July 1995; revised 29 January 1996)

SUMMARY

Gravity currents exist in many forms and develop within many types of flow. The dynamics of long-lived cumulonimbus are thought to be strongly influenced by the interaction of a spreading pool of cold, low-level air, which may act as a gravity current, and the ambient sheared flow in the boundary layer. In interpreting two- and three-dimensional numerical models of such phenomena, the behaviour of the vorticity dynamics in the ambient flow and the spreading cold air is commonly discussed. In order to investigate these vorticity ideas from a gravity-current perspective, three-dimensional numerical simulations have been performed in which a cold pool spreads from an isolated source in the presence of a horizontal flow that is sheared with height. It has been found that the shear of the incoming ambient flow does not qualitatively alter the horizontal spread of the cold pool, and that the location of the region of maximum horizontal convergence remains on the along-wind axis: the actual strength of the ambient wind, which is shown analytically to be measured by the wind strength at the head height, has a greater bearing on the cold-pool shape than the shear. Consequently, it must be the details of the moist convection which play a crucial role in determining the cold pool’s development in sheared flows. As such, this model is a general indication of the robustness of gravity-current theory, even in the presence of mean shear. The vortex structure on the flanks of the spreading cold air is found to be significantly modified, with a reversal in the dominant sign of vorticity and an increase in its intensity, when such mean shear exists.
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1. INTRODUCTION

Gravity currents (also known as density currents) are phenomena which occur universally in the field of fluid mechanics, as the flow of anomalously buoyant fluid against a horizontal or inclined surface. The wide range of examples of these phenomena includes avalanches and mudslides, oil spillages on the sea, and dense gas releases (Simpson 1982). In meteorology, intense convective storms generate regions of intense precipitation: the cold air at low levels which is produced by evaporative cooling of the falling precipitation is believed to behave locally as a gravity current. In particular, it is the convergence and forced lifting at the front of the low-level cold air mass (or cold pool) which is believed to be responsible for the triggering of further moist convection and the consequent long-lived behaviour of multicellular systems such as ‘squall lines’. The nature of the cold-pool front—its depth and intensity of convergence—determines its potential for triggering new cells.

Crucial to the dynamics of such long-lived storm systems is the ambient wind profile, in particular the shear of the low-level wind with height. In quasi two-dimensional systems such as squall lines, this shear is seen to interact with the two-dimensional cold pool and allow the convection to be continually coupled to the cold head to give a positive reinforcement: the cold head triggers convection; the resulting precipitation evaporates and feeds the low-level cold air. It is argued that unless a suitable low-level shear exists in the ambient flow, the convection and cold pool will not favourably interact (Thorpe et al. 1982; Rotunno et al. 1988). Furthermore, it has been shown how favourable shear, directed away from the cold air, gives a deeper cold-pool head and greater lifting of potentially buoyant moist air (Rotunno et al. 1988; Xu 1992).

From a three-dimensional perspective there are further consequences of the interaction between the cold pool and the ambient shear, and it is the behaviour of a three-dimensional
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gravity current from a local source, in the presence of an ambient shear with height, that
is considered here. Authors such as Weisman (1993) or Skamarock et al. (1994) show
how, at a storm-generated cold pool in the presence of shear, tilting of horizontal vortex
tubes over the cold head, coupled with stretching by the relatively high vertical velocities
associated with the moist convection, can lead to coherent horizontal vortices (vertical
component of vorticity) on the flanks of the cold pool of roughly circular form. Tilting
down of the vortex tubes by an intense convective downdraught may induce vortices of
the opposite sign, ‘bookend vortices’, possibly corresponding to a ‘rear-inflow’ jet above
the head of the cold pool. As in the two-dimensional case, the wind above the cold-pool
head determines its depth and the likelihood of triggering of convection, so the position,
sign and intensity of the mesoscale vortices help determine the location at which further
convection will occur. A feedback may result as the subsequent convection provides the
cooled downdraughts which supply the cold pool, and their position may affect the shape
of the cold pool, and hence the storm, as it develops. In addition, the wind over the cold
air will modify the speed of the cold-pool front, and hence have a direct influence on its
shape. In cases where there is some delay between the genesis of new storm cells, this
direct influence may predominate.

Despite the common occurrence of mesoscale vortex development in numerical storm
simulations, it is not clear to what extent the vortex deformation and the stretching are
controlled by the existence of the moist convection in the atmosphere above the cold
air. In the bow-echo simulations of Weisman (1993), tilting by the evaporatively forced
downdraughts of the bow echo is required to produce the dominant vortices, which have
the opposite sign to those which would be produced simply by tilting at the edge of the
cold pool. Recent cloud-model studies of Davis and Weisman (1994) have indicated that
in the later stages of a mature system, the dominant source for vortices is in the elevated
mesoscale circulation. It remains to be seen whether the formation of vortices above the
cold-pool head is a ‘gravity current’ phenomenon or whether it is a coherent aspect of
deep, long-lived convective storms, independent of the low-level cold air. Other studies,
such as those of Droegemeier and Wilhelmson (1985a, b) which show the shape of the cold
pool to be influenced by the ambient shear strength, likewise include moist convection.

In many parts of the world the winds and precipitation associated with organized
storms can be extremely destructive; other well known effects of the vorticity generation
at active cumulonimbus systems include the formation of tornadoes. Forecasting these
phenomena is clearly of great importance.

Synoptic fronts which form within larger-scale atmospheric development often exhibit
intense moist convection, and it has been suggested that on the mesoscale the dynamics
may be similar to those of squall lines, with the front behaving locally like a gravity current
which triggers further convection. Certainly, squall lines are often observed to be initiated
by the convection at a synoptic front (Meischner et al. 1991). Since the synoptic front is
formed as the intensification of large-scale temperature gradients while the cold pool is
generated locally by evaporative cooling, the behaviour of a cold pool in non-trivial large-
scale flow must be appreciated if the propagation and stability of convective synoptic fronts
is to be understood. The behaviour of isolated cold pools in shear flow may have a bearing
on the behaviour of localized anomalies to a cold front.

It is the purpose of the present work simply to model a spreading region of cold air in
an ambient shear, using numerical simulations, to assess whether the vortex structure and
winds which develop as the cold pool spreads are able to modify the cold-pool behaviour in
the absence of convection. This work is directed principally at the meteorological context
of storm-generated cold pools. Such systems have height-scales of order 1 km and cover
horizontal distances of hundreds of kilometres over a period of hours: as such, a relatively
limited parameter regime is explored here. However, the conceptual simplicity of the problem means that the results may apply in more general arenas.

2. Gravity currents

(a) Without ambient flow

The mathematical description of gravity currents (review by Simpson (1982)) stems back to the analytical work of Benjamin (1968). Benjamin used the analogue of a cavity flow in an evacuating horizontal pipe: by evaluating the balance of mass flux and 'flow force' (integrated momentum-flux balance) and using Bernoulli’s theorem he calculated the depth, \( H \), and speed, \( c_1 \), of a gravity current in a fluid of finite depth, \( d \). With these three constraints, both the speed and depth of the current are determined: in physical situations the gravity-current speed and depth will be linked by a buoyancy-flux constraint from the buoyancy source, and this is accommodated by energy loss, appearing in the analysis as a relaxation of the Bernoulli equation to include a head-loss term, \( \Delta \), in the flow behind the gravity-current nose. In this case, one of the quantities \( H \), \( \Delta \) and \( c_1 \) is unknown: for practical purposes it is natural to relate the depth of the gravity current to the speed, and to regard the head loss as determined by these and the constraint on buoyancy flux (given the physical requirement of \( \Delta > 0 \)). Benjamin (1968) calculates this relationship as,

\[
c_1 = \left( \frac{(d - H)(2d - H)}{d(d + H)} \right)^{\frac{1}{2}} (gH)^{\frac{1}{2}},
\]

where \( g \) is the acceleration due to gravity, and this is essentially the gravity-current formula that is generally employed. The deep limit of \( H/d \rightarrow 0 \) is often of particular interest in atmospheric and other geophysical situations and is simply,

\[
c_1 = \sqrt{2} (gH)^{\frac{1}{2}}.
\]

At this stage it is important to note that it is misleading to imagine that both the depth and speed of a gravity current are explicitly determined from the buoyancy of the current. This idea stems from the energy-conserving model and in practice the occurrence of energy loss will be variable according to the source of buoyancy. The power of Benjamin’s formula (1) is that the energy loss does not occur explicitly, and it is most natural in practice to use this form in conjunction with a buoyancy-flux condition.

Simpson and Britter (1979) explored (1) in laboratory flows where mixing and surface stresses are present, and confirm the front speed, \( U_f \), being determined by a Froude-number balance, with,

\[
U_f = k \sqrt{g' \Delta},
\]

where \( g' \) is the buoyancy difference and \( k \) is a constant, effectively the Froude number and generally found to be of order unity (dependent on the fractional depth of the gravity current as in (1)).

Although in (1) and (3), \( H \) is the depth of a two-dimensional gravity current at some distance behind the raised head, which is the depth which must be used in calculating the buoyancy flux, some studies (such as Simpson and Britter (1980)) suggest that it is in practice more natural to use the head height in a similar formula. Other difficulties in the specification of \((g' \Delta)^{1/2}\) occur in stratified flows, as described in section 2(d).
(b) The influence of ambient flow

Benjamin's (1968) analysis involved free-slip boundaries, so ambient flow is accommodated simply by a change of reference frame: in the deep limit,

\[ c_1 = k\sqrt{g' H} - U_0. \]  

(4)

with \( U_0 \) the oncoming flow; a positive value of \( U_0 \) means ambient flow directed towards the cold air locally and will tend to retard the front's progress (reduce \( U_t \)). When an ambient flow is present, laboratory and observational studies retain the linear relationship between the front speed and the ambient wind speed:

\[ U_t = k\sqrt{g' H} - bU_0. \]  

(5)

where in practice \( b \) is less than unity. This relation appears to hold for both positive and negative values of \( U_0 \), and laboratory results of Simpson and Britter (1980) give values of \( k = 0.9 \) and \( b = 0.6 \); Thorpe et al. (1980), from two-dimensional numerical studies, found \( k = 1.0 \) and \( b = 0.7 \).

When a gravity current flows from a local source in three dimensions, it will tend to become shallower and propagate more slowly with increasing radius from the source because of the requirement of constant mass-flux with radius in a steady flow. A volume integral over an upright cylinder centred on and enclosing the source expresses this analytically: using the divergence theorem,

\[ B \equiv \int_V \frac{gQ}{\theta_0} \, dV = 2\pi r \int g'u \, dz. \]  

(6)

where \( V \) is the volume of the cylinder, \( \theta_0 \) is a reference temperature, \( r \) the radius, \( u \) the radial velocity and \( Q \) the cooling rate, assuming laminar flow through the cylinder boundary and steady flow in which \( \partial g'/\partial t = 0 \) within the cylinder. For a uniform gravity current of constant density anomaly and speed with depth, this gives a closure between the speed and the buoyancy flux, \( B \), of

\[ B = 2\pi rg'Hu, \]  

(7)

for any \( r \) behind the gravity-current head. If it is then assumed that the front speed of the gravity current is a constant fraction, \( \lambda \), of the speed of the following flow, as indicated by Simpson and Britter (1980), (7) may be evaluated just behind the head to give,

\[ B = 2\pi r_t g'H(\lambda U_t) = \frac{2\pi \lambda r_t}{k^2} \left( U_t \right)^3, \]  

(8)

in which (3) has been used. This is a relationship between the speed of the front, \( U_t = dr_t/\, dt \), and its distance, \( r_t \), from the source, so it may be integrated to give the distance of advance with time. When \( B \) is taken to be a constant (as in the case of constant cooling), the solution is,

\[ r_t = \left( \frac{4}{3} \right)^{\frac{1}{3}} \left( \frac{k^2 B}{2\pi \lambda} \right)^{\frac{1}{3}} (t - t_0)^{\frac{3}{2}}. \]  

(9)

where \( t_0 \) is a constant. This functional relationship is in agreement with a scaling solution of Britter (1979) which was a good fit to the results of laboratory experiments \((B \) is equivalent to Britter's \( Q_1 g' \)).
As a consequence of (9),

$$U_t \sim B^{\frac{1}{4}} (t - t_0)^{-\frac{1}{4}},$$

(10)

and

$$U_t \sim B^{\frac{1}{2}} r_t^{-\frac{3}{2}},$$

(11)

so the front speed decreases monotonically with time and distance from the source; the depth of the flow similarly decreases, through (3).

If an ambient flow were imposed on this system, invoking the formula (5) at the leading edge of the current would suggest that the front may become stationary when,

$$U_t|_0 = bU_0,$$

(12)

where $U_t|_0 = k(g'H)^{\frac{1}{2}}$ is the speed of the current in the absence of ambient flow, a decreasing function of time, through (10). However, in such a situation the gravity current will not be axisymmetric, in depth or velocity, and the analysis outlined above will not strictly be valid. In particular, the upstream edge of the cold pool is likely to be deeper and will tend to have an increased speed against the environmental flow. Subsequently, it will be shown how the stagnation of the leading edge occurs. (12) should be seen as providing time and distance scales (through (10) and (11)) for the retardation of such a gravity current by larger-scale flow.

(c) Sheared ambient flow

Xu (1992) modified the analysis of Benjamin (1968) to include the effects of an ambient shear, $\alpha$—a case of significant practical interest in meteorology. In this case there is, in addition to the energy-loss term, $\Delta$, a shear loss, $\Delta \alpha$, in the flow behind the head. Xu’s (1992) results are cast in terms of the energy and shear loss, from which $H$ and $c_1$ are determined, and a form analogous to (1) with speed given in terms of depth is not provided. This means that if a source of buoyancy is specified, the loss terms must be found before the speed and depth can be determined. Also, as Xu (1992) non-dimensionalized with the total fluid depth, the important case of the deep limit is somewhat inaccessible. The problem will here be recast into the form used by Benjamin to obtain (1), for the special case of $\Delta \alpha = 0$: although the general solution could be calculated, this singular case of zero shear loss at the head yields the neat result that a deep, linear shear flow, $U_0 = u(z)$, retards a gravity current to the same extent as a uniform flow of strength $U_0 = u(H)$.

The sheared analogue of Benjamin’s problem, as studied by Xu (1992), is sketched in Fig. 1. Of the three constraints, only the Bernoulli equation contains the head loss, $\Delta$; consequently Bernoulli’s theorem need not be considered except to confirm that $\Delta > 0$. The remaining equations for mass flux and flow-force balance in front of, and behind, the gravity-current head are,

$$c_1 d - \frac{1}{2} \alpha d^2 = c_2 h - \frac{1}{2} \alpha h^2,$$

(13)

$$-\frac{1}{2} c_1^2 d + \frac{1}{2} g d^2 + \frac{1}{3 \alpha} \left\{ c_1^3 - (c_1 - \alpha d)^3 \right\} = +\frac{1}{2} g h^2 + \frac{1}{3 \alpha} \left\{ c_2^3 - (c_2 - \alpha h)^3 \right\},$$

(14)

in which $h = d - H$. After some manipulation, these can be used to eliminate the outflow speed, $c_2$, and obtain a quadratic equation for $\hat{c}_1 \equiv c_1/(gH)^{\frac{1}{2}}$:

$$\hat{c}_1^2 - 2 \hat{\alpha} \frac{d}{d + 1} \hat{c}_1 - \left( \frac{h(2\hat{d} - 1)}{d(d + 1)} - \hat{\alpha}^2 \frac{3\hat{d}^2 + 2\hat{d}h + h^2}{6d(d + 1)} \right) = 0,$$

(15)
where a circumflex indicates a non-dimensionalized quantity; depths are scaled with $H$ and the shear with $(g/H)^{1/3}$. In the deep limit of $1/\hat{d} \to 0$, this gives,

$$\hat{c}_1 = \hat{\alpha} + \sqrt{2}. \quad (16)$$

taking the positive root to give the correct physical solution when the shear is zero. Since the deep limit in the unsheared case has $\hat{c}_1 = \sqrt{2}$, the height, $z_s$, at which $\hat{u}(z_s) = \sqrt{2}$ is,

$$z_s = H. \quad (17)$$

the depth of the gravity current.

This is potentially a very useful result for practical applications, in that it suggests a method of comparing laboratory results for gravity currents in uniform ambient flows with environmental gravity currents in flows which involve shear. The result seems to be confirmed by the numerical simulations described subsequently; although further confirmation of its applicability is necessary, with two-dimensional studies, it is a simple rule-of-thumb in evaluating the speed of gravity currents, and one may speculate an equivalent form to (5) for sheared flows, of,

$$U_i = K \sqrt{g' H - b_s U_i(H)}, \quad (18)$$

with $b_s$ a modified constant.

(d) Practical application

In stratified atmospheric flows, (3) is often approximated, invoking the hydrostatic balance, to be,

$$U_i = k_1 \sqrt{\Delta p / \rho_i}. \quad (19)$$

in which $\Delta p$ is the surface-pressure drop as the front passes, $\rho_i$ is a reference density and $k_1$ is constant, again generally found to be of order unity. For the analysis of the results obtained using this numerical model, (19) has been used, since it may be computed accurately and relates more directly to pressure perturbations observed as such mesofronts pass ground sites. As remarked by Smith and Reeder (1988), the evaluation of $\Delta p$ is not, in the general atmospheric case, unambiguously determined. For instance, if the pressure is not uniform behind the head of the current, as in the axisymmetric laboratory experiments of Britter (1979) where it rises towards the dense source, it is not clear how to evaluate $\Delta p$. One option, which has been followed here, is to use the pressure difference between the
ambient air at the surface and that below the raised head of the current. A constant value of $\rho_r$ is used—the surface air density of $\rho_s = 1.23 \text{ kg m}^{-3}$.

In the initial state of the numerical simulations described here, an extremely low static stability is used, corresponding to a Brunt–Väisälä frequency of $N = 10^{-4} \text{s}^{-1}$, in order to maintain the simplicity of the problem. As a consequence, the overall Froude number of the flows, defined as $Fr \equiv U_1/NU$, is always large: Simpson (1982) describes how gravity currents at lower Froude numbers may exhibit more complex behaviour, such as the interaction with a train of gravity waves and the formation of multiple fronts. This behaviour was also discussed in the context of numerical simulations by Raymond and Rotunno (1989). While the use of a small value of static stability precludes such gravity-wave interactions, it does mean that when shear is present, the imposed ambient flow exhibits an extremely low value of the Richardson number, $Ri \equiv [N/(dU_0/dz)]^2$, suggesting that Kelvin–Helmholtz instability may occur. However, the basic states used in these simulations do not exhibit such instability. It is likely that finer numerical resolution would be necessary to resolve Kelvin–Helmholtz billows; in addition, the rigid lower boundary to the shear layer may mean that the flow is not in fact unstable.

3. **The numerical model**

Accurate numerical modelling of gravity currents requires sophisticated turbulence closure, a realistic lower-boundary condition and fine resolution. However, since the principal objective of this study is to simulate the bulk influence of the negatively buoyant flow on the vorticity dynamics, and the feedback with the developing flow, it is not thought that such sophistication is necessary, provided the limitations of a simple model are not evaded. Just as the 2-level model of Benjamin (1968) remains an important conceptual tool in the understanding of the dynamics of fully turbulent gravity currents, it is hoped that the three-dimensional numerical model will illuminate a general problem of greater complexity. Hence, a relatively simple diffusion scheme is included in the simulations and a free-slip boundary condition is used. Diffusion is necessary since, as shown by Benjamin (1968), a steady gravity-current solution in a deep fluid requires energy loss near the head of the current. In practice, without diffusion the gravity-current depth is shallow and determined by the vertical resolution. The diffusion scheme used here is Richardson-number dependent and described by Miranda (1990).

The model used is the nonhydrostatic sigma-coordinate model of Miranda (1990) (described in its two-dimensional form by Xue and Thorpe (1991)) with 97 gridpoints at a resolution of 2.5 km in the horizontal (validated with a 50% increase in domain size) and equally spaced sigma levels (typically 20; validated with 40). The sigma-coordinate is defined as, $\sigma \equiv (p - p_1)/(p_s - p_1)$, where $p$ is the pressure and $p_s$ and $p_1$ the pressures of the lower and upper boundaries, respectively, so this model has slightly higher vertical resolution nearer the ground. Boundary conditions are a rigid surface and a lid at $p_1 = 500 \text{ mb}$ (roughly 5 km), with radiative lateral boundaries, designed to minimize gravity-wave reflections (Miranda 1990). A time-step of 5 s is used.

The horizontal resolution is chosen to be sufficiently fine that the square grid does not give an asymmetry to the spreading air, and the results are insensitive to the horizontal resolution used here: the response of the cold air to an inflow is independent of the direction of the inflow on the square grid. In particular, to produce circular symmetry in the absence of ambient flow, the source region must be sufficiently well resolved; generally, the spreading gravity current will tend to preserve its initial shape for long periods when in a quiescent environment. This is an interesting result in itself; that the horizontal shape of a gravity
current in a quiescent environment is a persistent feature rather than being smoothed to a circular shape with time.

The results are insensitive to the vertical resolution provided diffusion is used, as described above, and provided the cold air is sufficiently deep that it is spanned by a sufficient number of model levels: in practice at least five levels are required to give any consistency in the representation of the flow with increasing resolution (Droegemeier and Wilhelmson (1985a) use six levels), and this should be borne in mind when studying cloud-model results.

Cold gravity currents are initiated by constructing a cylindrical cooling region between fixed sigma levels (the depth of the cooling is approximately 3.75 km, as may be seen from the column of cold air in Fig. 7). The cooling is constant in time, with a profile of the form of a cosine with horizontal radius, and constant with height, having width 15 km and variable maximum amplitude, $Q_m$. The specification of $Q_m$ can be used to provide cold pools of differing intensities. Typically $Q_m = -60 \, \text{K h}^{-1}$, which is relatively large compared with that of Thorpe et al. (1980) who took $Q_m \approx -30 \, \text{K h}^{-1}$. The cooling region is fixed in the domain and in the general simulations, there is flow relative to this region aloft. This may be thought to contradict observations that cloud systems tend to propagate with a velocity close to that of the winds above the boundary layer. However, the source used here remains an artificial one, constructed solely to provide gravity currents of the correct characteristics close to the ground.

Inevitably, when studying numerical results such as these, the available parameter space cannot be explored exhaustively. In this paper, the more qualitative results are illustrated with reference to several cases of selected ambient wind profiles which seem to be typical of certain types of behaviour, as in Fig. 2. The wind profiles are determined by two parameters, the ground-level wind and the (constant) shear up to a height of 2 km, both oriented in the $x$-direction. The results are organized into the discussion of four regimes: those of (a) zero ambient flow, (b) uniform ambient flow with no shear, (c) ambient flow with moderate shear up to 2 km and (d) very intense ambient shear. To maintain the simplicity of the system, planetary rotation is ignored.

4. Results

(a) Gravity-current simulation

In order to test the qualitative validity of the simulated gravity currents, axisymmetric cold sources of differing intensities have been used in a quiescent environment. In each simulation the varying front speed of the spreading current gives a large number of values of $U_1$ and $(\Delta p / \rho_0)^{1/2}$. Various authors have made theoretical, experimental and numerical calculations of the values of $k_1$ and $b$ (in (5) and (19)) for two-dimensional gravity currents (Smith and Reeder 1988): it is not the purpose of this study to make an accurate assessment of these parameters, especially since it would be possible to use far more sophisticated numerical codes to perform the simulations. However, it was found that after an initial adjustment period of the order of 1 hour, the flows reached a balance between front speed and pressure gradient equivalent to $k_1 \sim 1.2$, confirming that the numerical solutions do indeed represent gravity-current behaviour. More significantly, the solutions agree with the functional form of (9), verified by Britter’s (1979) laboratory experiments. For instance, with a source of 60 K h$^{-1}$, the solution exhibits a form $r_1 \sim t^5$, with $\kappa = 0.73$. In this case, over a period of two hours, the front speed falls from around 18 m s$^{-1}$ to around 10 m s$^{-1}$ while the frontal pressure rise is of the order of 1 mb, also decreasing with time: these values are comparable with observed atmospheric cases.
Figure 2. Successive positions of the $-1$ K contour of perturbation potential temperature on the lowest model level, with time, as an indication of the developing shape of the cold-pool front as it spreads, for the principal cases described in the text. (a) Ambient wind profiles with height for each case; (b) $U_0 = -10 \text{ m s}^{-1}$ (solid-line profile in (a)); (c) $U_0 = -20 \text{ m s}^{-1}$ (long dashes); (d) $U_0 = -10 \text{ m s}^{-1} + 10 \text{ m s}^{-1} \text{ km}^{-1} \times z$ (dotted); (e) $U_0 = -30 \text{ m s}^{-1} + 10 \text{ m s}^{-1} \text{ km}^{-1} \times z$ (dot-dashed); and (f) $U_0 = -30 \text{ m s}^{-1} + 30 \text{ m s}^{-1} \text{ km}^{-1} \times z$ (short dashes). Axes in km: contours are plotted every 10 minutes; the bold contour is at 50 minutes.
(b) Uniform ambient flow

Linden and Simpson (1994) describe laboratory experiments on point-source gravity currents in a cross-flow and it is of interest to compare their results with the numerical model used here. Simple simulations of the circular source in the presence of uniform ambient flow indicate that the front remains approximately circular as it spreads: in an ambient flow of $10 \text{ m s}^{-1}$ the axes of the cold pool from a source of $60 \text{ K h}^{-1}$ differ in length by around 3\% (Fig. 2(b)). The front spreads in a frame which moves at a speed that is proportional to the ambient flow. This result may be expressed in the form,

$$U_c = \beta U_0,$$

(20)

where $U_c$ is the speed of the centre of the cold air (calculated as the centre of the axis aligned along the wind direction) and $\beta$ is a constant, found to be approximately $\beta = 0.65$ in these simulations, for a range of wind of $5 \text{ m s}^{-1} < U_0 < 15 \text{ m s}^{-1}$. Note that it is not strictly correct to equate $\beta$ with $b$ in (5) since the variation of height between the upstream and downstream edges of the current means that $(\Delta p/\rho_0)^{1/2}$ will be larger at the upstream edge and lower at the downstream edge, implying a relative ‘propagation’ upstream. However, since computed values of $b$ and $\beta$ seem to be numerically close to one another, it may be reasonable to approximate $\beta = b$.

Figure 3(a) shows a vertical cross-section along the $x$-axis of the cold pool when $U_0 = -10 \text{ m s}^{-1}$. This figure shows that the upstream edge is deeper than the downstream edge. Since the upstream edge has travelled more slowly, this is an indication that the source provides a similar buoyancy flux upstream even when there is ambient flow: retardation by the ambient wind is compensated for by the the increase in depth of the upstream cold pool.

When the ambient flow becomes sufficiently strong to produce stagnation at the leading edge, significant change in the shape occurs. This is illustrated in Fig. 2(c), in which the source of $60 \text{ K h}^{-1}$ lies in an environmental flow of $-20 \text{ m s}^{-1}$. In this figure, the bold contour is plotted at 3000 s, the time at which the speed of this current in a quiescent environment, $U_{f,0}$, would fall to 0.65$U_0$, satisfying (12). From Fig. 2(c) it appears that this is approximately the point at which the nose becomes stationary, and the point beyond which the shape of the current differs markedly from circular: more accurate calculation of the nose speed with time shows that the front has become almost stationary at a time of around 3500 s. Beyond this time, the leading edge of the gravity current does not retreat, despite the fact that $U_{f,0}$ falls below 0.65$U_0$. This is because the depth of the cold air remains high. There is cold air continually generated at the source, and the front must remain upstream of this region: the source determines the frame of reference by which stagnation may be seen to happen. Thus it appears that (12) is a useful estimate for the time beyond which cold-pool characteristics change in a uniform flow.

The head of the cold pool remains upstream of the source after stagnation has been reached. This implies a change in the nature of the gravity current, in that the source is fixing the upstream buoyancy flux and maintaining the depth with time, so that the cold air can remain steady in the opposing flow. Klemp et al. (1994) note how two-dimensional gravity currents propagating against a uniform flow move faster than predicted by Benjamin’s (1968) formula, and ascribe this to the fixed buoyancy flux supplied by the source: predicting the behaviour of the gravity current then requires knowledge of the source conditions. In the three-dimensional case discussed here, there is also evidence of this effect in the cases with weaker ambient flow, in that the upstream nose of the cold air seems to have propagated faster than other parts of the front, causing a mild departure from circular shape.
Figure 3. Plots of potential temperature ($\theta$) and vertical velocity ($w$) for the case illustrated in Figs. 2(b) (uniform ambient flow) and 2(d) (sheared ambient flow), respectively: (a) and (b) vertical sections $\theta$ of through the cold air on an axis along the direction of ambient shear (contours labelled in K); (c) and (d) the field of $\omega$ in a horizontal plane at height 750 m, in which the most intense forced upward motion is in an arc stretching around the leading edge of the cold pool (contour interval 1.6 m s$^{-1}$).

Linden and Simpson's (1994) work indicates that the upstream front is shallower than the downstream front, in apparent contradiction with the results shown here (Fig. 3(a)), and elsewhere, for storm-generated cold pools. Linden and Simpson's (1994) experiments were performed with an elevated source in which the descending fluid, initially driven by its momentum, rapidly adjusts through entrainment to become a buoyant plume, and it is likely that the upstream buoyancy flux in their experiments was not required to be as large as that in numerical cases where the turbulent entrainment into the plume is not parametrized. In these numerical examples the rapidly descending cold air seems to move horizontally along the ground away from the source region as a momentum jet, adjusting through mixing to become a buoyancy-driven flow. Recall that, in the absence of ambient flow, there was an initial adjustment period during which the cold-pool speed exceeded the densimetric speed, $(\Delta \rho/\rho_r)^{1/2}$, suggesting jet-like behaviour. In a related way, there remains flow upstream even after stagnation of the upstream front. This remains a potential inconsistency in the discussion of how an ambient flow influences a cold-pool head, and returns to the issue of the influence of the source on 'free' gravity-current behaviour. As has been mentioned in the introduction, various studies on the dynamics of squall lines highlight the necessity for the cold pool of such systems to be stationary in a frame
moving with the convection. The actual behaviour of the evaporatively cooled source for thunderstorm cold pools, whether jet-like or plume-like, would be an interesting area for further work.

If, in the numerical simulations, the source of cold air is switched off after 2700 s, the free gravity current adjusts so that upstream and downstream fronts have the same depth. Since there is a free-slip lower-boundary condition, such a gravity current may propagate as a near-axisymmetric flow in a frame moving with the ambient wind. Thus, in practice, a realistic lower-boundary condition will also be important in determining cold-pool depth.

Since the front is deeper in the direction facing the oncoming wind, it is at this point that deeper lifting of the oncoming air occurs, regardless of whether the front reaches a stagnation point. In the context of convective storms, triggering of new cells would be expected to be favoured at this leading edge of the cold pool, when no shear is present. However, it must be appreciated that although deeper lifting will favour condensation and cell generation at that point, the flow above the cold pool is also crucial to determining whether coherent convective cells may occur.

(c) Vertically sheared ambient flow: moderate shear

Inclusion of shear in the flow ambient to a three-dimensional gravity current from a local source is a problem that would be difficult to simulate experimentally. However, it is relatively simple to modify the basic-state flow of the numerical model used here and to make a direct comparison with the results for more simple formulations.

Two principal results of this study are that the shape of a spreading cold pool, as viewed from above, is not markedly changed by the presence of ambient vertical shear and that, bound up with this, coherent circular vortices are not seen to form above the cold air. The vertical vorticity generated by tilting of the ambient horizontal vortex tubes is confined to thin strips on the flanks of the cold pool. As a corollary, the singular shape and mesoscale vorticity structure of the cold pools of modelled convective storms appear to be controlled by the development of structure in the moist convection (which acts as a cold-pool source), rather than an interaction purely between the cold pool and the ambient flow.

Figures 2(d), 3(b) and 3(d) show results for a case in which $Q = -60 \text{ K h}^{-1}$ and the ambient shear profile has strength $\frac{d\vec{u}}{dz} = 10 \text{ m s}^{-1} \text{km}^{-1}$ over the lowest 2 km—a relatively strong shear for atmospheric flows, but not an unphysical one. The ground-level wind here is $\vec{u} = -10 \text{ m s}^{-1}$. It can be seen from the plot of successive positions of the front (Fig. 2(d)) that the spreading cold pool experiences only a slight change in plan-view shape, when compared with the marked deforming of a cold pool seen in Fig. 2(c), despite the strong ambient shear and the difference in front height between upstream and downstream edges (Fig. 3(b)). Straightening of the downshear front is evident in Fig. 2(d), and this is not an interaction with the boundary or grid orientation as it is invariant to changing wind orientation. However, it does not represent a dramatic change in the curvature of the front, considering the time-scales involved here: these simulations have been integrated for over 3 hours and extend for hundreds of kilometres as compared with storm-cell lifetimes of the order of 20 minutes and scales of order 10 km. The plot of vertical velocity (Fig. 3(b)) confirms this impression: the maximum of upward flow forced by the baroclinicity at the head is at the leading edge of the cold pool.

Comparison between the cases with and without ambient shear (Fig. 3) shows that the effect of the shear is to increase the asymmetry between forced upward motion at the upstream and downstream edges of the cold pool. There is an indication that the shear produces a deeper and more intense updraught, as suggested by Rotunno et al. (1988), at the cold-pool leading edge. In these cases, the wind strength and the shear both tend to
maximize the updraught on the downshear edge of the cold pool. It is difficult to quantify the relative importance of wind strength and shear in determining the depth and intensity of the updraught, especially since the cold pools have different intensities of temperature perturbation locally. However, in a run with 10 m s\(^{-1}\) km\(^{-1}\) shear and zero flow at the ground, so that the wind strength might be expected to maximize the updraught on the upwind side, while the shear would tend to maximize it on the downshear (i.e. downwind) side, the effect of the shear dominates.

The steering level for the centre of this gravity current (calculated as the mid-point of the along-wind axis) is at around 850 m, of the order of the height of the current. If the wind is reduced by 20 m s\(^{-1}\) at all levels (so the shear is unchanged but the surface wind is \(-30\) m s\(^{-1}\)), the leading edge reaches stagnation (Fig. 2(e)) and a form similar to that discussed in the previous subsection (and Fig. 2(c)) develops, with a considerable departure from circular shape. It seems that the magnitude of the wind influences the horizontal shape of the cold pool more strongly than the shear, when stagnation occurs at the leading edge.

The analysis of section 2(c) suggests that, taking the depth of the cold pools to be of order 1 km (Fig. 3), the cold pools shown in Figs. 2(d) and 2(e) should spread horizontally like cases with 0 m s\(^{-1}\) and \(-20\) m s\(^{-1}\) ambient wind, respectively: this appears to be a good estimate. The result (17) has not been tested further since this would more naturally be performed using a two-dimensional model, and with calculation of the full problem involving head loss and shear loss.

*Vorticity dynamics: zero shear.* The vorticity dynamics of this flow may be seen in terms of familiar ideas of 'tilting' of horizontal vortex tubes. Exact vorticity-budget analyses have not been performed because the vortex structures seen in these cold pools are narrow, and such budget calculations would be much better suited to very-fine-resolution simulations: the arguments given here are mechanistic ones. In the absence of ambient flow, the baroclinicity at the front and near the cold source generates horizontal vorticity within the cold pool, from the solenoidal term in the vorticity equation. The vortex tubes are closed circles parallel to the front and with no vertical component. Without tilting of these vortex tubes there is no vertical component of vorticity.

When an ambient wind is imposed, as in the \(U_0 = -10\) m s\(^{-1}\) case discussed above, this gives an asymmetry to the previously axisymmetric problem. The flow is no longer purely in the radial/vertical plane and the source region itself produces a complicated pattern of vertical vorticity (Fig. 4(a)), although away from the source and the front this vorticity is weak, less than \(5 \times 10^{-2}\) s\(^{-1}\). At the front, the cold pool becomes deeper in the upwind direction and has greater upward motion in this region, providing a mechanism for tilting of the horizontal vorticity generated baroclinically in the gravity current, by differential lifting of vortex tubes parallel to the front. Also, any component of vorticity normal to the front, generated by horizontal tilting of the horizontal vorticity in the cold air, will be tilted vertically as it meets the updraught at the front.

Along the symmetry axis of the cold pool, parallel to the ambient wind, where the gravity-current vortex tubes remain parallel to the front, an understanding of the vorticity sources due to along-front tilting can be achieved. Figure 5(a) shows a cross-section along this axis, through the leading edge of the cold pool. Within the cold pool the horizontal \(y\)-component of vorticity, \(\eta\), reaches less than \(-2 \times 10^{-2}\) s\(^{-1}\). At the front itself, however, this vorticity reduces smoothly to a value of zero in the irrotational ambient flow. The front is actually a transition zone of finite thickness, as may be seen in the gradients of \(\eta\) and \(\theta\), and it is across this transition zone that the upward motion occurs. Since the upward motion is stronger at the leading edge than at other locations around the cold-pool
Figure 4. The vertical component of vorticity in a horizontal plane at height 750 m, for the (a) uniform -10 m s\(^{-1}\) and (b) 10 m s\(^{-1}\) km\(^{-1}\) sheared inflows (both have the same wind at ground level). In the absence of shear, the vorticity is most intense in strips to the flanks of the cold air, positive to the north and negative to the south. When shear is included, vertical vorticity of the opposite sign and greater magnitude is produced, outside the cold air.

Contour intervals are (a) \(10^{-4}\) s\(^{-1}\) and (b) \(6 \times 10^{-4}\) s\(^{-1}\).

Figure 5. The potential temperature (dashed, K), vertical velocity (dotted, m s\(^{-1}\)) and \(\gamma\)-vorticity, \(\eta\) (solid, \(10^{-4}\) s\(^{-1}\)) on a cross-section through the cold-pool front, at the position of maximum \(x\)-extent; for (a) uniform ambient wind -10 m s\(^{-1}\) and (b) ambient shear of 10 m s\(^{-1}\) km\(^{-1}\).

front, along-front tilting of the \(\gamma\)-vorticity, \(\eta\), generates vertical vorticity of magnitude \(1.5 \times 10^{-4}\) s\(^{-1}\) on the flanks of the cold pool, positive to the north and negative to the south. This vorticity is confined to narrow strips on the flanks of the cold pool. On the inner side of these strips there is vertical vorticity of the opposite sign; this represents the same sign as that of the background vertical vorticity of the cold pool on each side of the symmetry axis, generated in the source region. However, these locally intense strips are not likely to be due to 'stretching' of the cold-pool vorticity since they occur in a region of downward motion. Rather, they may be seen as the tilting down of negative \(\gamma\)-vorticity as the vortex tubes at the leading edge bend back down behind the raised nose of the gravity
current. This may be inferred from Fig. 5(a) in which downward velocity may be seen behind the front, where \( \eta \) is negative.

Vorticity dynamics: sheared ambient flow. The above situation shows how vertical vorticity may be produced at a cold pool by the imposition of an ambient wind, without the presence of environmental shear. When shear is introduced into the ambient flow, here 10 m s\(^{-1}\) km\(^{-1}\), an added degree of complication arises. In the vicinity of the source region, significant vertical vortices occur, as in Fig. 4(b). These vortices correspond to a local maximum in \( u \), along the wind-axis of the gravity current. This phenomenon is an illustration of the way in which tilting down of horizontal ambient vorticity in a region of diabatic cooling can produce a ‘rear-inflow’ jet, as described by Weisman (1993). This does not occur in the absence of environmental shear. However, here this is not related to the cold-pool dynamics but simply to the behaviour of the cooling region. The existence of this rear inflow does not seem to have a strong influence on the spreading cold pool. With a direct convective feedback in a cloud model, a rear inflow over the head might encourage triggering of further convection in that region.

As in the unsheared case, the generation terms at the source and within the gravity current yield relatively low values of vertical vorticity behind the head (apart from in the source region), but of the opposite sign to those which occur in the absence of shear. Away from the source region the significant pattern of vertical vorticity structure occurs at the cold front. As before, the analysis of the vortex dynamics at the head of the current is somewhat more straightforward on the flow, or shear, axis, in the downshear direction. In this case, Fig. 5(b) shows how the finite thickness frontal zone at which the upward motion occurs represents a transition between the negative \( \gamma \)-vorticity of the gravity current (\( \eta < -2 \times 10^{-2} \text{s}^{-1} \) further behind the front) and the positive \( \gamma \)-vorticity of the environmental flow (\( \eta = 10^{-2} \text{s}^{-1} \)). Consequently, along-front tilting is able to produce vertical vorticity of both signs on each flank of the gravity current. Figure 4(b) shows how the tilting of the positive environmental \( \gamma \)-vorticity in the frontal zone has produced a strip of vertical vorticity outside that which occurs in the absence of environmental shear, and of the opposite sign. This is a significant result, in that the presence of vertical shear in the ambient flow reverses the sign of the vorticity observed on the flanks of the cold pool. However, the vertical component of vorticity, although attaining large values (over \( 10^{-3} \text{s}^{-1} \)), is not organized into the coherent vortices seen in convective storm simulations. Again, the vorticity appears at the edge of the cold pool in narrow strips at each flank.

Although the ambient \( \gamma \)-vorticity is a factor of 2 smaller than that within the gravity current, the vertical vortices to the flanks of the cold pool are an order of magnitude more intense than those which occur without ambient shear. In order to explain this difference, it is helpful to consider the component of horizontal vorticity normal to the front. Away from the front, the ambient vortex tubes are aligned in the \( y \)-direction and on the flanks of the gravity current this is a normal component of vorticity. Figure 7 confirms that the normal component of vorticity (shear in the \( x \)-direction) remains significant close to the flank of the gravity current. Tilting of this normal component (i.e. cross-front tilting) occurs as a vortex tube lies across the narrow updraught zone: this mechanism is more efficient than differential lifting of vortex tubes aligned tangentially to the updraught zone. Figures 6 and 7 show that the normal vorticity, \( \eta \), outside the flank of the gravity current in the shear flow, is stronger and of an opposite sign to that within the gravity current. The gravity current horizontal vorticity remains principally tangential to the front, whereas on the flanks the external vorticity has a strong normal component and can generate much more intense vertical vorticity through tilting. These observations explain why the vortices in the case with ambient shear are displaced downstream from the leading edge of the cold pool.
Figure 6. A y-z section across the broadest section of the cold pool, showing (a) the u-velocity (out of the plane; m s\(^{-1}\)) and (b) the potential temperature (K) for a uniform ambient flow of magnitude 10 m s\(^{-1}\) into the plane. Since the cold pool has spread downstream of the source the diabatically cooled region does not appear in this figure.

Figure 7. A y-z section across the cold pool (perpendicular to the ambient shear vector), showing (a) the u-velocity (out of the plane; m s\(^{-1}\)) and (b) the potential temperature (K) for the sheared ambient flow of Fig. 2(d).

Figure 4(b) indicates that a vorticity strip again occurs within the principal one, of opposite sign. At this altitude (750 m), the inner vortex strip lies within the cold air and should be attributed to the generation mechanisms discussed previously, for the unsheared basic state (that is, tilting up of cold pool negative vorticity), rather than to tilting down of ambient vorticity over the cold-pool nose (the exact strength of this vortex strip differs, possibly because of the different horizontal wind strengths between the two cases). By inference from Fig. 5(b), a third, innermost strip of vorticity may be expected to occur, attributable to the tilting down of negative cold pool y-vorticity. Although the third, inner strip is not seen explicitly in these results, it is consistent with an observed reduction in the background vertical vorticity of the gravity current. In all, the combination of the two principal strips of vorticity of opposite sign implies an elevated maximum of upshear horizontal flow, or elevated jet, on each flank of the cold pool, coinciding with the temperature front (Fig. 7). The jets are absent in the absence of shear in the ambient flow (Fig. 6). Their strength is appreciable: such flanking jets may have a bearing on storm development but it should be recalled that different vortex structure tends to be seen when convective latent heating occurs above the cold pool. In storm simulations with meso-vortices above the cold pool, jets occur above the cold front, and can modify the behaviour of a storm.
Although in these simulations no instability of the flanking vortex strips is seen, such instability would be a potential source of vortex roll-up and locally intensified convergence. It is possible that the convergence at the cold-pool front suppresses growth of instabilities: this topic would be an interesting area of further study.

Since the production of vertical vorticity depends on the tilting of the negative horizontal vorticity of the cold pool and the positive horizontal vorticity of the ambient flow, the structure of the finite width frontal zone must be well represented. For more accurate resolution of the dynamics of this region an appreciation of the intimate dynamics of mixing would be needed, including surface drag and ‘overrunning’ by the cold air: such detail is not attempted here.

The values of relative vorticity obtained here are high compared with large-scale atmospheric values; the typical planetary vorticity, $f \sim 10^{-4} \text{s}^{-1}$ in the mid-latitudes. The origin of the environmental wind shear, or horizontal component of vorticity, is frictional processes in the boundary layer: tilting of the horizontal vortex tubes produces regions of strong positive and negative vertical vorticity. Any stretching by the diabatically heated updraughts will increase the amplitude of the vorticity. Thus the tilting mechanism provides a significant source of vertical vorticity for the storm development.

\subsection*{(d) Vertically sheared ambient flow: strong shear}

The cold pools modelled here emanate from a source which takes the form of a column of fixed cooling. When extremely intense (rather unphysical) ambient shear of $30 \text{ m s}^{-1} \text{km}^{-1}$, with ground level wind $-30 \text{ m s}^{-1}$, is imposed on this system, the column of cooled air is itself strongly deformed by the shear, being advected to the right aloft by the $30 \text{ m s}^{-1}$ wind and advected to the left at the ground, to produce elongation in the $x$-direction, and the effective source region at the ground is no longer circular. This effect can be seen in Fig. 2(f); a vertical cross-section through this flow illustrates how the elevated cold air becomes extended in the $x$-direction. As such, this deforming of the gravity current is not in this case seen as an interaction between the spreading cold air and the ambient shear, but rather as an interaction between the elevated source region and the shear. The results of Droegemeier and Wilhelmson (1985b) which show elongation of a storm-generated cold pool in ambient shear may stem from this process.

When this extremely strong shear is set to zero above a height of 1 km, with the same ground-level wind, the severe distortion of the cold air aloft does not occur and a near-circular form evolves, comparable with that seen in Fig. 2(d).

5. Discussion and Conclusions

By performing extremely simplified numerical simulations of gravity currents in sheared ambient flows, scaled to represent the cold pools of cumulonimbus systems, it has been found that the gravity currents are robust to the environmental shear in this regime: the plan form of the gravity current from an isolated source is not qualitatively influenced by the shear. Within the physically relevant regime of ambient winds for the study of such storm-generated cold pools, it seems that the horizontal shape of the spreading region of cold air is dependent more on the ambient wind strength than the ambient shear. As a consequence, this confirms that the modelled behaviour of intense storms in shear flows, in which near-circular vortices form, and may cause, complex storm development such as updraught splitting, is due to the intense vortex stretching and tilting induced by the convection. The development of structure in the cold pool horizontal shape seems to be determined by the development of structure in the convection itself, which is the source for the cold pool. It must be recalled, however, that a principal effect of shear on a gravity
current is to deepen its downshear edge, creating more favourable conditions for triggering of convection. This model also illustrates the way in which the tilting of ambient vortex tubes generates regions of high vertical vorticity which may be intensified and organized by the moist convection and which are of opposite sign to that which occurs in the absence of environmental shear. These ideas may extend to general gravity currents but this requires more extensive study over a wider parameter regime.

It has been stated that the wind strength is more important than the shear in determining how a cold pool spreads. A reworking of the problem solved by Xu (1992) has shown how this wind strength may be evaluated in sheared flows—in the deep limit this gives a simple result that the relevant wind strength is that of the ambient flow at the head height. This result may prove useful in the application of well-established gravity-current results such as (5) to observed wind profiles.

In many respects, this study illustrates how it is essential to understand the nature of the cold source in order to describe the gravity current which it produces. In the system modelled here, with a free-slip boundary condition at the ground, the reference frame is determined by the reference frame of the cooling region: the amplitude of the ambient wind is determined relative to the region of cooling. It has been shown how a strong ambient wind may change the characteristics of the spreading cold pool, by bringing the leading edge to stagnation relative to the source, while the cold air continues to spread in other directions. This phenomenon relates to an apparent discrepancy between numerical simulations of convective storm cold pools and laboratory gravity currents (such as those of Linden and Simpson (1994)) in which the upstream head is shallower than the downstream one; this discrepancy is likely to be due to the jet-like or plume-like nature of the source determining the upstream buoyancy flux. Furthermore, the interaction of the source with the ambient shear generates a rear-inflow jet and, in extremely strong shear, causes a deforming of the source region at the ground, along the direction of the shear (Fig. 2(f)). From these observations it seems that the interaction between the source of cooling and the ambient wind may be a stronger one than that between the ‘free’ gravity current and the shear. Effectively, this is to conclude that although the cold pool/shear interaction may determine where subsequent cell generation is favoured, the cloud processes above a cold pool have a stronger bearing on the horizontal development of the system than the cold-pool dynamics, which seem to be relatively robust to the wind profile. In summary:

- The spread of a cold pool depends on the distribution of the buoyancy flux from the source.
- The horizontal spread of the cold pool, away from the source, is not strongly dependent on the shear: it depends more significantly on the wind strength, as measured at the head height.
- The shear has a strong bearing on the vertical structure of the cold pool—the depth and upward motion are maximized on the downshear side, as has been established by two-dimensional studies.

In this model the cooling region is artificially simple and does not attempt to simulate the intricacies of cloud dynamics.

The numerical simulations discussed here have been designed to be as simple as possible, to illuminate the essentials of the dynamics. Processes which may have a bearing on the application of these results to the atmosphere include planetary rotation, the influence of static stability, rotation of the shear vector with height and effects of turbulence and surface drag. In addition, it must always be accepted that a numerical model such as this may exhibit instabilities and dynamics of its own. Since numerical simulations of
cumulonimbus convection are now widespread, an understanding of the processes within these models is desirable, though links with physical flows must always be maintained. The essential consistency of the results, from the simple cases in a quiescent environment that seem to agree with analytic and experimental work to the cold pools in more complex ambient flows, suggests that the qualitative picture given here is correct. Further confirmation of this is only likely to be obtained by very sophisticated laboratory or numerical modelling.
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