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**SUMMARY**

This paper contains a study of developing east Pacific easterly waves observed during the summer of 1991 with aircraft in situ and radar data, and geosynchronous infrared satellite imagery. The circulation and divergence profiles, surface momentum and entropy fluxes, as well as 700 mb and 975 mb saturated and actual equivalent potential temperatures, were measured repeatedly for three disturbances that evolved into east Pacific hurricanes. As the disturbances develop, the level of maximum updraught mass flux decreases, which leads to increased convergence at low levels. This process appears to be coupled to an increase in the mid-level relative humidity, which in turn suppresses the development of convective downdraughts. Comparison of the respective tendencies of convergence and surface friction to spin up and spin down a developing disturbance suggests that friction is unimportant in the early stages of development. However, as the surface circulation develops, the two effects become comparable in magnitude if surface friction is deposited through a fairly deep layer of the troposphere. The observations appear to rule out boundary-layer Ekman balance in these developing systems, though more-accurate observations of the eddy fluxes of absolute vorticity into such systems are needed to answer this question with certainty.
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1. **INTRODUCTION**

Westward-moving tropical waves, commonly called easterly waves, are ubiquitous in the tropics. These waves have been most intensively studied over west Africa and the eastern tropical Atlantic (Carlson 1969; Burpee 1972, 1974, 1975; Reed et al. 1977; Norquist et al. 1977), the Caribbean (Riehl 1954; Shapiro 1986; Shapiro et al. 1988), and the western Pacific (Yanai et al. 1968; Wallace 1971; Reed and Recker 1971). However, the waves also exist in the eastern Pacific (Nitta and Takayabu 1985; Tai and Ogura 1987) and the Indian Ocean (Saha et al. 1981).

Easterly waves typically have a cyclonic vortex at middle levels with a weak cold core below the vortex and a warm core above, as demanded by balanced dynamics. The vertical structure varies with the ambient shear (Holton 1971). Waves over Africa, the Atlantic, and the Caribbean typically have the vorticity anomaly elongated into the form of a trough aligned in the north-east/south-west direction (Burpee 1972, 1975; Shapiro 1986).

East Pacific easterly waves can often be traced back to Africa (Rappaport and Mayfield 1992). However, these waves apparently gain energy when they cross Central America and enter the eastern Pacific (Nitta and Takayabu 1985). Why this happens is unknown.

More than 50 years ago it was discovered that some easterly waves amplify into tropical storms (Dunn 1940). Indeed, the majority of east Pacific tropical storms appear to form this way (see, for example, Rappaport and Mayfield 1992). Once a disturbance becomes warm core at lower levels, the mechanism for further amplification by convective heating is clear (Emanuel 1986). However, determining which waves will reach this stage is not an easy task. Zehr (1992) characterizes this as the genesis problem.

A wide variety of mechanisms for wave amplification and cyclogenesis have been suggested, but most boil down to some form of interaction of the wave with another atmospheric disturbance (see, for example, Shapiro 1977). Pfeffer (1956, 1958), Pfeffer and Challa (1981), and Challa and Pfeffer (1980, 1990) have emphasized the role of inward eddy transport of angular momentum at both lower and upper levels. Riehl (1948),
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Sadler (1976), Molinari and Voller (1989, 1990), Molinari et al. (1995), and others have suggested that the interaction of an easterly wave with a nearby upper-level trough could induce cyclogenesis, and Montgomery and Farrell (1993) have provided theoretical support for this hypothesis. McBride and Zehr (1981) showed that the primary differences between developing and nondeveloping systems in the Atlantic and the western Pacific were the existence of weak vertical shear, and large cyclonic and anticyclonic relative vorticity at lower and upper levels, respectively. Lee (1989a,b) found that disturbances intensified when a 'wind surge' in the surrounding environment interacted with the disturbance. Zehr (1992) confirmed the earlier results of McBride and Zehr (1981) and Lee (1989a,b) in an extensive study of west Pacific tropical cyclogenesis, and further showed that spin-up occurred impulsively in association with strong convective bursts. For the special case of east Pacific cyclones, Zehringer (1991) hypothesized that the mountains of Central America play a role in cyclogenesis by modifying waves impinging from the Caribbean in a manner favourable to development.

The Tropical Experiment in México (TEXMEX) project provided an opportunity to study the intensification of easterly waves and the associated tropical cyclogenesis in the eastern Pacific. This project employed two aircraft, one of the National Oceanic and Atmospheric Administration (NOAA) WP-3s and the National Center for Atmospheric Research (NCAR) Electra. These aircraft were deployed from Acapulco, México into developing east Pacific easterly waves during the summer of 1991. In situ data were obtained from both aircraft. Most importantly, the WP-3 carried an X-band Doppler radar. Geostationary satellite data were used operationally and employed subsequently to provide time continuity and background for the aircraft observations.

The purpose of this paper is to present case-studies of developing easterly waves in the east Pacific. Three of these waves eventually developed into hurricanes. The first wave, which became hurricane Enrique, was in an early stage of development during the period in which we observed it. The second, which became hurricane Fefa, was observed after it had already become a weak tropical storm. The third wave evolved into hurricane Guillermo as we watched. These three waves taken together provide a broader picture of development than any of the cases taken separately. Two other disturbances were studied, a weak, non-developing wave, and the large but weak tropical storm Hilda. These disturbances were not well enough observed to contribute significantly to this work.

The order of presentation in this paper is as follows. Section 2 contains a description of the TExMEX project and the procedures for data analysis; section 3 an outline of how theoretical questions about tropical cyclogenesis can be addressed using our observations. An overview of east Pacific disturbances during the summer of 1991 is given in section 4. The case-studies are presented in section 5. A synthesis of these observations is made in section 6, while the conclusions are summarized in section 7.

2. The TExMEX Data Analysis

The tropical eastern Pacific produces many tropical cyclones in a limited genesis region from 95°W to 110°W and 10°N to 15°N. This region is accessible to long-range research aircraft from Acapulco, México (see Fig. 1). Rappaport and Mayfield (1992) summarize the 1991 hurricane season in the eastern Pacific (the year in which the TExMEX took place), noting that 16 tropical cyclones developed, which is near the climatological average for this area. They also suggest that, 'most, if not all, of the tropical cyclones formed from tropical waves first detected near the west coast of Africa'.

The TExMEX project, which ran from the beginning of July through early August, 1991, was focused on the mechanism by which a cold-core disturbance is converted into
a warm-core cyclone. Bister and Emanuel (1997) address this issue. However, sufficient observations were taken by the research aircraft to document the structure and short-term evolution of the predecessor cold-core systems. We address these data in this paper.

(a) In situ aircraft data

Table 1 shows the intensive observational periods (IOPs) for the TEXMEX and the ultimate character of the target of the observations in each case. Note that four of the seven IOPs observed systems which ultimately developed into tropical storms. In IOPs 2, 4, and 5, aircraft were launched sequentially at 14–15 h intervals. In IOP 6 the WP-3 and the Electra were flown simultaneously at different altitudes. Extensive observations
were taken at 700 mb in all but IOP 0. Observations were made at 200–300 m above sea level (a.s.l.) in IOPs 2–6. In addition, observations were made at 850 mb and 490 mb in IOP 6. Ferry flights to and from the observational areas were usually flown near 500 mb, and sometimes provided useful data as well. For the purposes of this paper all aircraft data were smoothed with a low-pass filter with a 10 s cut-off and then sampled at 10 s intervals.

The target area for each flight was decided upon by examining GOES*-7 satellite loops for regions in which cloud motions indicated cyclonic rotation. It was found to be unprofitable to launch aircraft toward strong convective regions seen by satellite at pre-flight briefing time, as convection was often quite transient. However, rotation showed considerable continuity in time, and we were quite successful in launching aircraft into pre-cyclone circulations.

Equivalent potential temperatures are used frequently in this paper. All equivalent potential temperatures are computed according to the reversible formula (Emanuel 1994), which reads about 8 K lower than the pseudo-adiabatic formula at low levels in the moist tropics. Intercomparison flights at the beginning and end of the project showed that the Electra and the WP-3 equivalent potential temperatures are within 1 K of each other from the surface to 550 mb. No attempt was made to correct the data further.

Winds are obtained via conventional techniques using airborne gust-probe data combined with aircraft position and velocity measurements from the onboard inertial navigation system (INS). Unfortunately, the WP-3 lacked global positioning system (GPS) corrections to INS data, so computed aircraft winds are subject to the quasi-periodic Schuler oscillations of typical 2 m s⁻¹ amplitude and 84 min period. The Electra was equipped with the GPS and a composite aircraft velocity was computed by combining the low-pass-filtered part of the GPS velocity with the high-pass-filtered part of the INS velocity. This composite velocity is used to calculate the in situ winds.

(b) Airborne radar data

Radar data from the NOAA WP-3 aircraft are synthesized using an extension of the method developed by Raymond and Lewis (1995) and by López (1995). The data are then objectively analysed so as to fill in holes and smooth the results. Finally, a column divergence correction is made at each point for the purpose of computing vertical mass fluxes. Details of the analysis are given in the appendix.

Figure 2 shows an example of the winds from the Doppler radar analysis before and after the objective analysis. This particular sample is nominally for winds at the surface. However, due to thresholding on gate elevation, only measurements between 0.5 km and 1 km are used. Without this thresholding, there are many grid points showing very weak winds, reflecting contamination by sea clutter. These points are mostly eliminated by the thresholding. As is seen in Fig. 2, the objective analysis is effective in interpolating across holes in the radar data.

(c) Satellite data

The GOES-7 geosynchronous satellite provided us with infrared and visible images during the TExMEX project. Here we use only the infrared images. Hourly image data for the period of the TExMEX project are interpolated to 0.1° × 0.1° area elements and converted to infrared brightness temperatures. These data are then used in a variety of ways. In one application we track each disturbance in the satellite imagery, following it with a 5° × 5° square window centred on the disturbance. The infrared brightness temperatures of the area elements in this window are put into histogram form, resulting nominally in
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a vertical distribution of cloud-top temperatures in the region of the disturbance. These histograms are averaged for 4 h periods and combined to form a history of the convection occurring in each disturbance.

3. THEORETICAL CONSIDERATIONS

We now show how our data can be used to infer certain properties of the observed disturbances. First we develop the relationship between system circulation, divergence, and surface friction. Second, we show how sea–air fluxes can be estimated from radar data. Third, we review briefly the predictions of the boundary-layer quasi-equilibrium theory of convective forcing over the tropical oceans.

(a) Circulation and mass fluxes

The absolute circulation $\Gamma_a$ around an observed system is computed from

$$\Gamma_a = \Gamma + Af = \oint_{\delta A} u_{\text{tan}} \, ds + Af = \int_A \left( \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \right) \, dA + Af \tag{1}$$

where $\Gamma$ is the relative circulation, $A = A(z)$ is the radar-observed area of the system, which is a generally decreasing function of height, $\delta A$ is the periphery of $A$, $ds$ is a line element on $\delta A$, and $f$ is the Coriolis parameter. The relative circulation is obtained via Stokes's theorem by horizontally integrating the vertical component of relative vorticity. The objectively analysed horizontal wind, $\mathbf{u} = (u, v)$, is used in this computation and $u_{\text{tan}} = \mathbf{u} \cdot \mathbf{t}$ is the component of $\mathbf{u}$ tangent to $\delta A$ (see Fig. 3).

The detrained volume flux is

$$\Delta \equiv \oint_{\delta A} u_{\text{out}} \, ds = \int_A \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \, dA \tag{2}$$
Figure 3. Definition sketch for circulation and detrained volume flux integrals. See text for further explanation.

where \( \mathbf{u}_{\text{out}} = \mathbf{u} \cdot \mathbf{n} \) and \( \mathbf{n} \) is a unit outward normal on \( \delta A \). The divergence theorem is used to convert the line integral to a surface integral in the above equation.

The detrained mass flux is simply \( \Delta \) multiplied by the mass density \( \rho(z) \). As noted in the appendix, a column-by-column divergence correction is made such that

\[
\int_0^{\text{top}} \rho \Delta \, dz = 0. \tag{3}
\]

The net vertical mass flux is obtained by integrating the corrected \( \rho \Delta \):

\[
M(z) = -\int_0^z \rho \Delta \, dz'. \tag{4}
\]

Clearly, these calculations miss contributions to the circulation and mass fluxes from motions outside the observable area of the system. However, the objective analysis largely fills in holes in the radar observations, especially below about 6 km, which is essential for relating the integrals of the divergence and vorticity to the detrained volume flux and the circulation.

The detrained volume flux and the time tendency of the absolute circulation can be related by the vorticity equation. Haynes and McIntyre (1987) write the equation for the vertical component of the absolute vorticity \( \zeta_a \) in pressure coordinates as follows:

\[
\frac{\partial \zeta_a}{\partial t} + \frac{\partial Z_x}{\partial x} + \frac{\partial Z_y}{\partial y} = 0, \tag{5}
\]

where \( Z_x \) and \( Z_y \) are the total isobaric fluxes of the vertical component of vorticity, and have the following form:

\[
Z_x = u \xi_a + \omega \frac{\partial v}{\partial p} - F_y \tag{6}
\]

\[
Z_y = v \xi_a - \omega \frac{\partial u}{\partial p} + F_x, \tag{7}
\]

where \( \omega \) is the pressure vertical velocity, \( p \) is the pressure, and \( F_x \) and \( F_y \) are the horizontal force components per unit mass due to eddy momentum fluxes.
The difference between pressure and geometric vertical coordinates is insignificant here, so we continue the development in geometric coordinates. Integrating (5) over some area \( A^* \) which is independent of height and time, but which is the minimal area that encompasses \( A(z) \) at all levels, we find, after applying the divergence theorem, that

\[
\frac{d \Gamma_a}{dt} = \int_{\delta A^*} \xi_a \, dA = -\oint_{\delta A^*} Z \cdot n \, ds
\]  

(8)

where \( \delta A^* \) is the periphery of \( A^* \) and \( Z = (Z_x, Z_y) \) is the horizontal vorticity flux vector.

If the periphery of \( A^* \) is in clear air, then \( \omega \) is likely to be negligible there, and can be ignored. Thus,

\[
\oint_{\delta A^*} Z \cdot n \, ds \approx \oint_{\delta A^*} (\xi_a \nu_{out} - \mathbf{F} \cdot \mathbf{t}) \, ds \equiv \bar{\xi}_a \Delta^* - \tau^*,
\]  

(9)

where \( \Delta^* \) is the volume flux detraining from area \( A^* \), \( \mathbf{F} = (F_x, F_y, 0) \), the spin-down tendency \( \tau^* \) is defined below, and where

\[
\bar{\xi}_a = \frac{1}{\Delta^*} \oint_{\delta A^*} \xi_a \nu_{out} \, ds
\]  

(10)

is the weighted average of the absolute vorticity on the periphery of \( A^* \) with a weighting factor equal to the outflow component of the velocity \( \nu_{out} \).

Combining this with (8) results in

\[
\frac{d \Gamma_a}{dt} = -\bar{\xi}_a \Delta^* + \tau^*,
\]  

(11)

which clearly expresses the relationship between the rate of spin-up of a system, the convergence of absolute vorticity into the system at each level, and the spin-down tendency

\[
\tau^* = \oint_{\delta A^*} \mathbf{F} \cdot \mathbf{t} \, ds
\]  

(12)

due to frictional forces.

To the extent that \( \Gamma_a \approx \Gamma_a^* \) and \( \Delta \approx \Delta^* \), we have a tool for using observable quantities to explore the spin-up of an easterly wave into a tropical storm. These assumptions are probably not too bad. The latter assumption is valid if the mean divergence in the clear region between \( \delta A \) and \( \delta A^* \) is small. This seems likely to be true on the average since this region by definition contains little or no precipitating convection. The validity of the former assumption is less obvious. However, at low levels the clear region is likely to be small in area, minimizing the error. At upper levels the tendency of convective systems to detraining air of near-zero potential vorticity means that the difference between \( \Gamma_a \) and \( \Gamma_a^* \) should be small there as well.

(b) Surface fluxes

Since we have approximate surface winds from the WP-3 radar observations, we can estimate the sea–air entropy fluxes in the observed disturbances. We define

\[
F_c = C_d |\mathbf{u}| |\delta \theta_e|,
\]  

(13)

where \( \delta \theta_e \approx 20 \) K is the saturated sea surface equivalent potential temperature minus the boundary-layer equivalent potential temperature and \( C_d \approx 1.5 \times 10^{-3} \) is the bulk transfer coefficient. We further approximate the total heat flux as

\[
F_h = (\rho_s C_p T/\theta_{eb}) F_c,
\]  

(14)
where \( \rho_s \) is the surface air density, \( C_p \) is the specific heat of air at constant pressure, \( T \) is the surface air temperature, and \( \theta_{eb} \) is the boundary-layer equivalent potential temperature. The expression in parentheses is roughly 1050 J m\(^{-3}\)K\(^{-1}\).

Equation (11) needs an estimate of the drag force due to the eddy transfer of momentum to the surface. Since we do not know the vertical distribution of the action of surface drag, we estimate the vertically averaged drag force per unit mass due to surface friction as

\[
F = -C_d |u| u/d,
\]

where \( C_d \approx 1.5 \times 10^{-3} \) is assumed as before, \( d \) is the depth of the averaging region, and \( u \) is the radar-derived low-level wind speed. Various hypotheses for the value of \( d \) may be made. We take \( d \) to be the depth of the inflow layer, so that the surface stress is assumed to be distributed uniformly through this layer.

Estimates with greater accuracy of the surface exchange coefficients are available. However, the uncertainties in the other aspects of the calculation overwhelm the inaccuracies in our simple representation of these quantities.

(c) Boundary-layer quasi-equilibrium

In situ thermodynamic observations were made by both the Electra and WP-3 aircraft near 700 mb and 300 m a.s.l. (nominally 975 mb). We concentrate on the observations of equivalent potential temperature and saturated equivalent potential temperature taken in the developing phases of Enrique, Guillermo, and Fefa. These are plotted as scatter plots versus the distance of the aircraft from the apparent centre of the 700 mb vortex during each flight. Some data points are undoubtedly in error due to the wetting of the thermometer element during passage through cloud and rain. Wetting tends to reduce both the equivalent potential temperature and the saturated equivalent potential temperature. This needs to be kept in mind when interpreting the results. Examination of the relative humidity (not shown) suggests that not many of the data points were so contaminated.

Raymond (1995) and Emanuel (1995) proposed similar theories for the control of convection over tropical regions. The key element of the so-called boundary-layer quasi-equilibrium theory is the idea that the governing factor is the budget of entropy in the atmospheric boundary layer. In a strongly convecting region this balance is primarily between the tendency of moist downdraughts to reduce the equivalent potential temperature of the boundary layer and the tendency of sea–air fluxes to increase it.

The downdraught entropy (or \( \theta_e \)) flux is related to the updraught mass flux by cloud physical processes. Clouds with weak downdraughts, due perhaps to high relative humidity in the troposphere, should have a greater updraught mass flux for a given value of downdraught entropy flux.

An approximate formula for the cloud-base updraught mass flux, \( M_u \), appropriate to the convectively active region of an intensifying wave is

\[
M_u = \frac{\rho_s F_e}{\alpha \delta \theta_{em}},
\]

where \( F_e \) is the average of \( F_e \) over the region of interest, \( \alpha \equiv M_d/M_u \) is the ratio of downdraught to updraught mass flux at cloud base, and \( \delta \theta_{em} \) is the equivalent potential temperature deficit of air imported into the boundary layer by convective downdraughts. This equation comes from the assumption that \( \rho_s F_e \), the mean surface flux of \( \theta_e \), is balanced by \( M_d \delta \theta_{em} = \alpha M_u \delta \theta_{em} \), the downdraught flux of \( \theta_e \) into the boundary layer. The justifications for this assumption in a convectively active region are presented in detail by Raymond (1995).
4. Overview

Figure 4 shows the infrared brightness temperature from GOES-7 averaged in latitude over the monsoon-trough region. Diurnal fluctuations are averaged out. The four named tropical storms during the TEXMEX period plus one unnamed event are visible as colder-than-average regions. All are moving to the west with speeds of order 6° d⁻¹.

Notice a rather peculiar behaviour in Fig. 4: all disturbances, with the possible exception of Fefa, extrapolate backwards to strong convection in the 80°–85°W longitude range, which corresponds to the Central American land mass. However, a gap in the deep convection always occurs in the 85°–90°W longitude range. The correspondence with convection over Central America supports the idea that these disturbances come from the east and may well be associated with African easterly waves. However, the reason for the gap in deep convection just to the west of Central America is not known. Perhaps this simply reflects subsidence over the coastal region induced by solar heating of the nearby land.

Figures 5–8 show contour plots of the relative frequencies of brightness temperatures of 0.1° x 0.1° area elements in GOES-7 infrared satellite pictures in a 5° x 5° square following the precursors to the named disturbances shown in Fig. 4.

The most obvious feature of these plots is the existence of a strong diurnal cycle, with maximum numbers of cold-area elements, and hence deep cloudiness, near 1200 UTC, or about 0600 h local time. This is consistent with previous observations of tropical oceanic rainfall (Gray and Jacobson 1977) and cloud (Hendon and Woodberry 1993). Curiously, the deepest cloud appears first, with a subsequent gradual warming of brightness temperatures. This probably reflects the rapid development of deep stratiform cloudiness from convection, which itself does not have a large infrared signature. The warming probably
Figure 5. Contour plot of the relative frequency of GOES satellite pixels as a function of brightness temperature and time within a $5^\circ \times 5^\circ$ square following the disturbance which became tropical storm Enrique (IOP 2). The contour interval is 0.125 with hatching where the relative frequency exceeds 0.25. The scaling of relative frequency is arbitrary. The numbers across the top indicate when the disturbance crossed the indicated longitude. The symbols EL and P3 along the bottom show the approximate times of Electra and WP-3 missions. The asterisk preceding 'TS-NHC' indicates the approximate time at which the National Hurricane Center declared the system a tropical storm.

Figure 6. As in Fig. 5 except for the disturbance which became tropical storm Fefa (IOP 4).
Figure 7. As in Fig. 5 except for the disturbance which became tropical storm Guillermo (IOP 5).

Figure 8. As in Fig. 5 except for the disturbance which became tropical storm Hilda (IOP 6).
corresponds to the fallout and evaporation of the small ice crystals which make up the tops of the stratiform clouds. Similar behaviour is seen by Chen et al. (1996) in the equatorial western Pacific.

The diurnal cycle is undoubtedly related to the daily variation of insolation. Solar and infrared radiation have been shown to play a fairly strong role in tropical-cyclone intensification (see, for example, Craig 1996), so the existence of such a cycle is not unexpected.

The other common feature is the development of a much higher fraction of cold cloud tops in these systems as they move to the west, with tops reaching above the 200 K level. This is correlated in each case except that of Hilda with the evolution into a tropical storm. The diurnal cycle also becomes suppressed, but does not disappear entirely, when the disturbances become hurricanes. Hilda, which was the only named system in this sequence which did not reach hurricane intensity, never produced cloud tops colder than 200 K, nor was the diurnal cycle suppressed.

By way of contrast, Fig. 9 shows the history of a non-developing, unnamed system studied during the one WP-3 flight of IOP 3. This system shows only minor and sporadic production of cold cloud tops, though hints of the diurnal cycle seen in the other systems still exist.

Measurements of sea surface temperature (SST) with the WP-3’s downward-pointing PRT-5 radiometer show that the ocean in the TExMEx domain had nearly uniform temperatures of about 28 °C, with somewhat higher temperatures occurring very near the Mexican coast. Thus, it seems unlikely that small-scale spatial variations in SST were strong enough to exert significant differential effects between different developing systems during the TExMEx.
5. CASE-STUDIES

We now present results on the vertical profiles of circulation, detrained volume flux, and vertical mass flux for three systems, Enrique (IOP 2), Guillermo (IOP 5) and Fefa (IOP 4). Each of these cases yields insight into different phases of the transformation of an easterly wave into a tropical cyclone. We also show the radial distributions of thermodynamic variables in these systems. The emphasis in all this work is on the bulk and radially symmetric aspects of these disturbances even though they were, in general, highly asymmetric.

(a) Enrique

Enrique was observed at an early stage of its development. Figure 10 shows profiles of various radar-derived fields for the first WP-3 flight of IOP 2. Wind shear through the troposphere inside the system is of order 5 m s$^{-1}$. Significant circulation is seen, with a maximum near 5 km elevation. However, the relative circulation near the surface is quite small at this stage. Little inflow appears to exist near the surface. The strongest net inflow is centred at 7 km elevation. Outflow is centred near 12 km. The vertical mass flux profile has a peak near 9 km elevation.

A little more than a day later the WP-3 made another flight through this wave, with the results shown in Fig. 11. At this point the circulation has increased by about 40%, still peaks near 4–5 km, and is much stronger near the surface. The mid-level inflow is centred near 6 km, and the peak vertical mass flux is near 8 km. Surface inflow is non-existent in this case, and significant detrainment near 2 km is evident. Shear of about 6 m s$^{-1}$ exists out of the north between 2 and 6 km at this stage.
In both of these cases the vertical mass flux profile is that which is expected in a stratiform rain region in which deep convection has ceased. Descent in the lower troposphere is topped by ascent in the upper troposphere (Houze 1989).

Figures 12 and 13 show scatter plots of thermodynamic data as functions of radius for the four flights of IOP 2 at 700 mb and 975 mb, respectively. At 700 mb there is a tendency for the equivalent potential temperature to concentrate near 337 K, with a slight elevation near the vortex centre in flight 4. However, near the surface there is a decreasing trend in equivalent potential temperature, from initial values near 350 K to typically 345 K or lower. Thus, the 975 mb – 700 mb difference decreases from about 13 K at the beginning to about 8 K at the end, primarily because of the decrease of surface values. This decrease is easily explained as a consequence of the downward transport of low equivalent potential temperature in downdraughts induced by the evaporation of precipitation.

The difference between the saturated and the actual equivalent potential temperature is a measure of relative humidity, and is thus presumably an indicator of the expected strength of downdraughts. Successive flights in IOP 2 generally show increasing convergence between equivalent potential temperature and saturated equivalent potential temperature values at 700 mb, indicating higher relative humidity, though flight 3 shows slightly less humidity than flight 2. This temporary decrease may be associated with the diurnal cycle.

(b) Guillermo

Figure 14 shows the results of the second flight of IOP 5, which depicts the initial WP-3 penetration of the wave which became tropical storm Guillermo. (The first flight missed the wave trough completely.) The mid-level inflow is near 3–4 km elevation in this case and the surface inflow is slightly stronger than observed in Enrique. The updraught
Figure 12. Scatter plot of equivalent potential temperature (crosses) and saturated equivalent potential temperature (squares) at 700 mb as functions of distance from the vortex centre for flights 1–4 of IOP 2.

Figure 13. Scatter plot of equivalent potential temperature at 975 mb as a function of distance from the vortex centre for flights 1–4 of IOP 2.
Figure 14. As in Fig. 10, except for flight 2 of IOP 5, near day 215.1.

mass flux peaks at a rather low 6 km. The circulation is strongest near 4 km, but is still rather weak at the surface. Wind shear is quite weak through the troposphere.

The second WP-3 flight of IOP 5 is shown in Fig. 15. The circulation has increased by about 40% aloft, with a peak circulation near 4–5 km, as in the earlier flight. However, the surface circulation has increased even more. The detrained volume flux profile is similar to that in the earlier flight, though the peak in the vertical mass flux has risen to 7 km. The existence of some stratiform precipitation is indicated by the mid-level inflow. However, the vertical mass flux profile shows ascent at lower levels, which indicates that a significant convective component is active in the circulation (Houze 1989).

Figure 16 shows the results from the third WP-3 flight into Guillermo. The structure of Guillermo changes dramatically between the second and third WP-3 flights into the system. The circulation is now nearly uniform from the surface to 14 km and inflow is maximal at the surface. The updraught mass flux peaks near 4 km elevation. The wind shear at the centre of this system, which has now reached tropical storm stage, is minimal.

Figures 17 and 18 show the results of thermodynamic observations from flights 2–5 of IOP 5. In contrast with IOP-2, the equivalent potential temperature values at 700 mb and 975 mb are already 337 K and 345 K respectively at the start of observations, resulting in a consistent difference of about 8 K in equivalent potential temperature between the boundary layer and 700 mb. By the fifth flight the equivalent potential temperatures within 100 km of the centre of the vortex are beginning to increase as Guillermo intensifies into a tropical storm.

The last panel of Figs. 21 and 22 (see later) show the sixth flight of IOP 5, when Guillermo is already a well developed tropical storm and is on the verge of becoming a hurricane. In this flight the difference between 975 mb and 700 mb equivalent potential temperatures has decreased even more, to about 6 K, and the system is strongly warm core
Figure 15. As in Fig. 10, except for flight 4 of IOP 5, near day 216.3.

Figure 16. As in Fig. 10, except for flight 6 of IOP 5, near day 217.4.
Figure 17. Scatter plot of equivalent potential temperature (crosses) and saturated equivalent potential temperature (squares) at 700 mb as functions of distance from the vortex centre for flights 2–5 of IOP 5.

Figure 18. Scatter plot of equivalent potential temperature at 975 mb as a function of distance from the vortex centre for flights 2–5 of IOP 5.
in both temperature and equivalent potential temperature at both elevations. The relative humidity has increased to close to 100% and the size of the warm core has also increased.

(c) Fefa

The first flight of IOP 4 caught Fefa at a stage of development superficially similar to that of Guillermo during WP-3 flight 4 into that system. However, unlike Guillermo, the surface circulation of Fefa is to the west of the 700 mb circulation by approximately 100 km. As the system develops, this westward displacement decreases.

As Fig. 19 shows, the low-level inflow is significantly stronger in the Fefa case than it is in Guillermo at the comparison time. The vertical profile of vertical mass flux is stronger than Guillermo's and peaks at a lower level. The circulation profile is similar to Guillermo's at this stage. The wind shear is relatively weak.

Figure 20 shows the radar observations from the second WP-3 flight into Fefa. The convection is mainly on the east side of the system at this stage, which explains the strong shear seen in the mean radar winds. The maximum circulation is about the same as measured in the first WP-3 flight, though the circulation is slightly stronger at both lower and upper levels. The updraught mass flux is much weaker than in the first flight. However, it still shows a peak near 4 km. Fefa does not undergo much intensification between the first and second WP-3 flights, but tends to develop a circulation profile closer to that seen in the last Guillermo flight.

Figures 21 and 22 show thermodynamic measurements from the three flights of IOP 4. Fefa becomes significantly more of a warm-core disturbance in this interval. However, the third flight shows that dry air has somehow penetrated to the core of Fefa, resulting in low equivalent potential temperatures there. It is noteworthy that the magnitude of the vertical mass flux has significantly decreased in this flight compared with that seen in the
Figure 20. As in Fig. 19, except for flight 3 of IOP 4, near day 211.1.

Figure 21. Scatter plot of equivalent potential temperature (crosses) and saturated equivalent potential temperature (squares) at 700 mb as functions of distance from the vortex centre for flights 1–3 of IOP 4 and flight 6 of IOP 5.
Figure 22. Scatter plot of equivalent potential temperature at 975 mb as a function of distance from the vortex centre for flights 1–3 of IOP 4 and flight 6 of IOP 5.

first flight. This may be a consequence of an increase in downdraughts associated with the drier air entering the core. During the third flight the circulation centre at 700 mb is very near the western edge of the convection, resulting in less shielding of the core from environmental air. This may explain the ingestion of dry air by the core.

Comparison of Fefa’s thermodynamic characteristics with the last IOP 5 flight in which Guillermo is a marginal hurricane is revealing. The Guillermo flight is seen in the lower-right panel of Figs. 21 and 22. Notice that Guillermo is warm core in equivalent potential temperature at both 700 mb and 975 mb, and in temperature at 700 mb as well. Fefa only becomes warm core at 975 mb in flight 3. As discussed earlier, the warm core at 700 mb begins to develop in flight 2, only to collapse in flight 3 due to the probable intrusion of dry air.

6. Synthesis

We first attempt to understand how the circulation of these systems develops in the context of the vorticity equation, as described in the theory section. We then ask whether the theory of boundary-layer quasi-equilibrium provides an explanation for the observed convection in these case-studies. Finally, we address the issue of the spin-up of a tropica cyclone at upper levels.

(a) Circulation tendency

Table 2 shows the friction and convergence terms on the right-hand side of (11) averaged over the observed depth of the inflow in each case. An average over this depth is done because the vertical distribution of the action of surface drag is unknown. The fina
<table>
<thead>
<tr>
<th>IOP</th>
<th>Flight</th>
<th>$d$ (km)</th>
<th>$\bar{\epsilon}$ (km$^2$/s$^{-2}$)</th>
<th>$-f\Delta$ (km$^2$/s$^{-2}$)</th>
<th>$\frac{df\rho/d\tau}{d}$ (km$^2$/s$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>9</td>
<td>-2</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>8</td>
<td>-8</td>
<td>24</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>3</td>
<td>-38</td>
<td>69</td>
<td>31</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
<td>-64</td>
<td>33</td>
<td>-31</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>6</td>
<td>-1</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>7</td>
<td>-14</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>4</td>
<td>-58</td>
<td>70</td>
<td>12</td>
</tr>
</tbody>
</table>

The last column is the sum of the two previous columns. IOP = intensive observational period.

column is the sum of the previous two. Assuming that starred and unstarred quantities are not too different, the last column gives an estimate of the rate of spin-up or spin-down of the system averaged over the depth of the inflow region. The divergence term assumes that air being ingested into the system has absolute vorticity equal to the Coriolis parameter $f$.

Though there are many uncertainties involved in the calculations of the results in Table 2, they do lead to one conclusion. Early in the development of an easterly wave into a cyclone, surface friction has only a minor inhibiting effect on the spin-up. This is because there is very little surface circulation at that time, and therefore little anticyclonic torque on the disturbance. Later in the development the convergence contribution increases, but the frictional torque increases even more, to the point where the two effects are of the same order of magnitude.

An alternative way to increase the circulation is for the system to ingest air with a value of absolute vorticity greater than $f$. This is presumably related to the mechanism of spin-up envisioned by Pfeffer (1956, 1958), Pfeffer and Challa (1981), and others, in which non-axisymmetric disturbances contribute to import angular momentum into a developing system. This sort of behaviour may occur in at least one of the cases that we studied. $F_{e}\rho$ appears to be interacting with a low-level cyclonic shear line during flight 1 of IOP 4. This could have resulted in the ingestion of high-vorticity air at low levels. Unfortunately, the point measurements of wind and vorticity needed to test this hypothesis are insufficiently accurate due to errors introduced by the Schuler oscillation of the INS on the WP-3.

(b) **Ekman pumping**

The assumption that the surface stress is uniformly distributed through the depth of the inflow layer is certainly the least justifiable assumption in the entire analysis. An alternative hypothesis is that the effects of surface friction are confined to the atmospheric boundary layer (see the excellent paper by Ooyama (1982)). A near-balance is assumed to exist in this layer (taken to be 0.5–2 km thick) between the tendency of convergence to spin up the cyclone and the tendency of friction to spin it down. The boundary-layer convergence is assumed to force deep convection. This is the Ekman pumping hypothesis.

The subsequent development of the cyclone is imagined to depend on the development of convergence in a deep tropospheric layer. This convergence is supposed to be the result of entrainment by the convection produced by Ekman pumping in the boundary layer. The convergence causes spin-up in this layer, which lowers the surface pressure, thus increasing the tangential flow at the surface and strengthening the Ekman pumping.
TABLE 3. AS IN TABLE 2 EXCEPT THAT $d = 1$ km IS ASSUMED FOR ALL FLIGHTS

<table>
<thead>
<tr>
<th>IOP</th>
<th>Flight</th>
<th>$\bar{r}$ (km²ks⁻²)</th>
<th>$-\frac{f}{J}$ (km²s⁻²)</th>
<th>$\frac{df_x}{dt}$ (km²ks⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>$-17$</td>
<td>$-3$</td>
<td>$-20$</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>$-61$</td>
<td>$-4$</td>
<td>$-65$</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$-114$</td>
<td>$80$</td>
<td>$-34$</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>$-193$</td>
<td>$46$</td>
<td>$-147$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$-8$</td>
<td>$10$</td>
<td>$2$</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>$-95$</td>
<td>$28$</td>
<td>$-67$</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>$-234$</td>
<td>$64$</td>
<td>$-170$</td>
</tr>
</tbody>
</table>

The assumption of Ekman balance in the boundary layer is a hypothesis which is testable with our data. By assuming that all frictional stress is deposited in the boundary layer rather than in some deeper layer, we can calculate whether the approximate balance assumed between convergence and friction holds in the boundary layers of our systems.

Table 3 repeats the calculations of Table 2 with the alternative assumption that all surface stress is deposited in the boundary layer, which is here assumed to be 1 km deep. Notice that the resulting spin-down tendency from friction far exceeds the spin-up tendency due to convergence in our sample. Therefore, the boundary-layer Ekman pumping assumption is not even approximately valid in the storms we studied. In the strongest circulations the spin-down tendency due to friction is about four times the spin-up tendency due to convergence!

Our inability to determine whether air with absolute vorticity greater than $f$ is systematically ingested into the disturbances causes some uncertainty in our conclusions. However, it seems unlikely that this effect could result in a four-fold increase in the spin-up tendency.

The assumption of confinement of friction to the sub-cloud layer seems naïve based on what we know about convective momentum transfer—cumulus clouds can transfer momentum both up and down the gradient depending on their configuration (e.g. LeMone 1983; LeMone et al. 1984). We need to develop much better models of moist convective momentum transfer before we can understand its role in tropical cyclogenesis.

(c) Convective forcing

A rigorous evaluation of the boundary-layer quasi-equilibrium hypothesis requires separate estimates for the updraught and downdraught mass fluxes. This is not available from the current data set. It is therefore difficult to obtain a measurement of $M_u$ at cloud base, since downdraughts are particularly strong at this level. However, the peak value of net mass flux may be a reasonable estimate of cloud-base updraught flux if entrainment and detrainment in the updraught and are not too strong. Presumably at the level of maximum net vertical mass flux the downdraught mass flux is negligible. On this hypothesis we have inverted (16) for $\alpha \delta \theta_{em}$ and computed it with the above assumption for $M_u$. The results are shown in the sixth column of Table 4.

If the updraught and downdraught mass flux balance each other at the surface, then $\alpha = 1$. Furthermore, in ordinary tropical conditions one might expect that $\delta \theta_{em} \approx 10$ K, leading to an estimated value of $\alpha \delta \theta_{em} \approx 10$ K. Inspection of Table 4 shows that $\alpha \delta \theta_{em}$ is typically not too far from this value. Larger values of $\alpha \delta \theta_{em}$ are seen for the IOP-2 cases, but deep convection was apparently almost completely inactive when the WP-3 observed this
system, which means that only upper-tropospheric mesoscale motions were contributing to the updraught.

If a moist middle troposphere promotes fewer downdraughts, then there should be a positive correlation between the observed value of the difference between the saturated and actual equivalent potential temperature observed at 700 mb, and the value of $\alpha \delta \theta_{em}$ inferred from radar observations and the boundary-layer quasi-equilibrium equation, (16). Figure 23 shows the averaged value $\delta \theta_{e-700} \equiv \theta_{es} - \theta_e$ between 680 mb and 720 mb within 200 km of the disturbance centre plotted versus $\alpha \delta \theta_{em}$ for all WP-3 flights in IOPs 2, 4, and 5. Table 4 also shows these values. There is indeed a correlation between these
two quantities, though significant scatter exists as well. The number of cases is not large, but these results suggest that moistening of the middle troposphere is important to the formation of large upward mass fluxes in developing tropical cyclones.

\( d \) Spin-up in the upper troposphere

The cyclonic circulation in Guillermo (as in most hurricanes) extends to high altitude where the flow is strongly divergent. How can this spin-up be reconciled with the circulation tendency equation, \( (11) \)? Since the boundary of the area \( A^* \) extends beyond regions of active convection, \( \tau^* \) is likely to be zero there. Therefore, the only possible way in which spin-up could occur within this area is if there is net inward transport of absolute vorticity at high levels. Satellite loops show that the flow at these levels is almost always uniformly outward once a system has begun to develop. In this case spin-up at high levels can only happen if \textit{air with negative absolute vorticity is being exported from the system}. Further work is needed to understand how this can happen, but it is likely to be associated with convective momentum transport in the core of the system, since this can generate the necessary separation of positive and negative potential vorticity (Raymond 1992).

7. Conclusions

Observations taken during the TEXMEX project of developing easterly waves lead us to the following conclusions:

- The satellite infrared signatures of the observed east Pacific easterly waves extend eastward at least to Central America, though a gap exists in the far eastern Pacific adjacent to land.
- A strong diurnal cycle exists in the deep convection associated with these systems. The maximum in cold cloud occurs near local sunrise, as in other tropical oceanic regions. The diurnal cycle weakens and the coldest cloud tops develop when tropical cyclogenesis occurs.
- The Ekman-pumping assumption of certain models, in which surface friction is confined to the boundary layer and nearly balances the tendency of convergence to spin up the system, appears to be inconsistent with our observations. Surface friction is calculated to be far too strong to be balanced by convergence if its effects are confined to, say, the lowest kilometre of the atmosphere.
- Early on, the circulation in these systems peaks near 5 km. The early stage of spin-up of the observed systems is apparently only weakly affected by surface friction because the surface circulation at this point is weak. Later on, surface friction becomes a significant drag on the system, even when the effects of friction are distributed through a deep tropospheric layer.
- Higher mid-tropospheric humidity appears to be correlated with a lower elevation of the maximum in vertical mass flux. There is also an indication of a correlation between higher relative humidity and the weakening of downdraught entropy fluxes, though much more evidence needs to be assembled on this point.
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APPENDIX

Doppler radar analysis

In our method all of the radial velocity data from radar gates contributing to a Cartesian grid point are used in a least-squares fit to produce the particle velocity vector at that grid point. Data were interpolated to a Cartesian grid 5 km \( \times 5 \) km \( \times 1 \) km from the surface to 20 km.

The interpolation process worked as follows. Starting with raw radar data from the aircraft, reflectivities and velocities from each radar gate are assigned to each of the eight surrounding Cartesian grid points. At each grid point all assigned data are used to calculate the following sums:

\[
A_{ij} = \sum_k W_k n_{ik} n_{jk} \quad i, j = x, y, z \tag{A.1}
\]

\[
B_i = \sum_k W_k n_{ik} V_{ik} \quad i = x, y \tag{A.2}
\]

\[
C_{ij} = \sum_k W_k^2 n_{ik} n_{jk} \quad i, j = x, y \tag{A.3}
\]

where \( W_k \) is a weight inversely related to the distance of each radar-gate point from the grid point to which it is assigned, \( n_{ik} \) is the direction cosine in the \( i \) direction of the ray associated with the \( k \)th gate point, and \( V_{ik} \) is the measured radial velocity at that point. Gate point positions are adjusted to a common time using an assumed constant translational velocity \( (U, V) \) before these assignments are done. Values of \( U \) and \( V \) used for each case are shown in Figs. 10, 11, 14, 15, 16, 19, and 20. Radial velocities also have the aircraft motion removed and are unfolded as described below. As a solution to the sea-clutter problem, gates which have a nominal elevation above the sea surface of

\[
z_m = z_{m0} + SR \tag{A.4}
\]

or less are not used, where \( z_m = 0.5 \) km, \( R \) is the radar range in kilometres, and \( S = 2 \times 10^{-2} \). This discards gates in which any part of the main beam, which has a spread of somewhat less than \( 2^\circ \), touches the sea surface. In addition, gates within 4 km of the aircraft are discarded because of contamination by strong specular side-lobe reflections from the sea surface. First-order corrections are made for the curvature of the earth.

Unfolding is done before interpolation to a Cartesian grid by adding or subtracting twice the Nyquist velocity to the radial velocity at each gate until it most closely matches
the radial velocity of the previous gate. The radial velocity at the first gate is unfolded by a similar process, but matching instead the in situ aircraft-determined wind. The in situ wind is first low-pass filtered to remove small-scale fluctuations which could upset this matching procedure. Little need was found to correct residual unfolding errors by hand.

As a result of the fitting procedure, the dual-Doppler velocities are calculated as follows. First we define

\[
\begin{align*}
    u_{x0} &= (B_x A_{yy} - B_y A_{xy})/D \\
    u_{y0} &= (B_y A_{xx} - B_x A_{xy})/D
\end{align*}
\]

(A.5)

and

\[
\begin{align*}
    g_x &= (A_{xy} A_{yz} - A_{yy} A_{xz})/D \\
    g_y &= (A_{xy} A_{xz} - A_{xx} A_{yz})/D
\end{align*}
\]

(A.6)

where \( D = A_{xx} A_{yy} - A_{xy}^2 \). The variables \( u_{x0} \) and \( u_{y0} \) are the horizontal winds assuming that the vertical particle velocity is zero, whereas \( g_x \) and \( g_y \) are quantities used to correct later for non-zero vertical particle velocity.

Four error measures are also computed:

\[
\begin{align*}
    E_{tx} &= (A_{yy}^2 C_{xx} - 2A_{yy} A_{xy} C_{xy} + A_{xy}^2 C_{yy})/D^2 \\
    E_{ty} &= (A_{xy}^2 C_{xx} - 2A_{xx} A_{xy} C_{xy} + A_{xx}^2 C_{yy})/D^2 \\
    E_{px} &= (A_{xz} A_{yy} - A_{yz} A_{xy})/D \\
    E_{py} &= (A_{yz} A_{xx} - A_{xz} A_{xy})/D
\end{align*}
\]

(A.7)\(\)\(\)\(\)\(\)

(A.8)\(\)\(\)\(\)\(\)

(A.9)\(\)\(\)\(\)\(\)

(A.10)\(\)

The first two of these are measures of the quality of the dual-Doppler geometry, while the second two show the sensitivity of the calculated horizontal velocities to errors in the determination of the vertical particle velocity. We generally found it sufficient to impose the conditions \( E_{tx}, E_{ty} < 0.3 \) and \( E_{px}, E_{py} < 1 \) after interpolation to the Cartesian grid.

Occasional large spurious velocities slip through the analysis. These are generally the result of isolated unfolding problems. In order to minimize their impact on the subsequent analysis, we remove velocities with absolute component values in excess of 25 m s\(^{-1}\). This threshold does not affect valid observations since the winds in the observed systems are almost always less than 25 m s\(^{-1}\). The results we obtain are not sensitive to this threshold value.

The true horizontal wind \((u, v)\) is calculated for non-zero vertical particle velocity \(w_p\) using the following equations:

\[
\begin{align*}
    u &= u_{x0} + g_x w_p \\
    v &= u_{y0} + g_y w_p
\end{align*}
\]

(A.11)

The difficulty is then to obtain an estimate of \(w_p\). This involves two steps, estimating the particle terminal velocity, \(w_t\), and computing the vertical wind, \(w\). From these two variables we get the vertical particle velocity using \(w_p = w - w_t\). The terminal velocity is estimated from the radar reflectivity and the elevation using the algorithm of Jørgensen et al. (1991). The vertical wind is obtained by integrating the continuity equation

\[
\frac{1}{\rho} \frac{\partial \rho w}{\partial z} = -\frac{\partial}{\partial x}(u_{x0} + g_x w_p) - \frac{\partial}{\partial y}(u_{y0} + g_y w_p)
\]

(A.12)
downward from cloud top where we assume \( w = 0 \). Since \( w \) is implicitly present on the right-hand side of this equation via the term \( w_p \), this is technically not a simple problem of integration, but involves the solution of a hyperbolic partial differential equation. This is done rather crudely using forward differencing in \( z \) so that \( w \) at a certain level is assumed to depend on \( w_p \) and hence \( w \) only at the next level up. The errors are small as long as the majority of the radar rays entering the calculation possess low elevation angles.

After the calculation of the Cartesian wind components, we then perform a simple objective analysis of the wind data in order to develop smoothed mesoscale wind fields without holes due to missing data. At each elevation, each grid point is taken as the weighted average of raw data values within a specified radius of influence at that elevation. The weighting factor is taken to be

\[
F = \frac{r - r_0}{r + r_0} \quad r \leq r_0, \quad (A.13)
\]

where \( r \) is the distance between the grid point and the raw data value and \( r_0 \) is the radius of influence. We take \( r_0 = 75 \) km and also specify that a minimum of 30 good data points be within this radius for the result at a grid point to be considered valid. From these smoothed fields we calculate horizontal divergence and vorticity. Horizontally integrating these variables results in the detrained volume flux, \( \Delta \), and the circulation, \( \Gamma \), of the observed system as functions of height, \( z \). A column divergence correction is done individually on each column after the smoothing, but before the integration, to correct divergence errors introduced by the objective analysis.

Since GPS correction of the INS aircraft velocity was not available on the NOAA WP-3 at the time of the TEXMEX, we were concerned about the errors introduced into the detrained volume flux and the circulation by the Schuler oscillation of the INS-derived aircraft velocity. We tested the sensitivity of these calculations to the introduction of an added artificial oscillation of amplitude 2 m s\(^{-1}\) and period 84 min. Typical errors in \( \Gamma \) are found to be of order 10\(^3\) km\(^2\)s\(^{-1}\) for the cases observed here. This is normally only 10–20% of the observed circulation values. Since the Schuler oscillation affects the divergence at all levels in a column in the same way, the column divergence correction eliminates this error.
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