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SUMMARY

Structure functions for the 3D-Var assimilation scheme of the European Centre for Medium-Range Weather Forecasts are evaluated from statistics of the differences between two forecasts valid at the same time. Results compare satisfactorily with those reported in the existing literature. Non-separability of the correlation functions is a pervasive feature. Accounting for non-separability in 3D-Var is necessary to reproduce geostrophic characteristics of the statistics, such as the increase of length-scale with height for the horizontal correlation of the mass variable, sharper vertical correlations for wind than for mass and shorter horizontal length-scales for temperature than for mass. In our non-separable 3D-Var, the vertical correlations vary with total wave-number and the horizontal correlation functions vary with vertical level.
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1. INTRODUCTION

The companion paper by Courtier et al. (1998) (Part I) presents the three-dimensional variational analysis scheme as a statistical interpolation algorithm relying on the specification of observation and background (short-range forecast) error covariance matrices. As explained by Daley (1991), the correct specification of the background-error covariance matrix is important for such a system. The form of this matrix governs the filtering of the observations and the spatial multivariate interpolation of the filtered observations (Hollingsworth 1989), examples of which are presented in the companion paper by Andersson et al. (1998) (Part III). The present paper addresses the problem of specifying these background-error characteristics.

The Kalman filter includes an equation for the temporal evolution of forecast-error statistics. However, due to its heavy computational cost, it cannot, as yet, be applied operationally to large dimension models. Most systems use ad-hoc background-error covariance-matrix specifications. For example, at the European Centre for Medium-Range Weather Forecasts (ECMWF) in the previous Optimum Interpolation (OI) system, the background correlations (which are assumed to be locally homogeneous and isotropic) are kept constant in time and the estimated variance of the analysis error depends on data coverage. Our specified correlation structures are based on the parallel studies of Phillips (1986), Hollingsworth and Lönnberg (1986), and Lönnberg and Hollingsworth (1986), the latter two papers being referred to as HL86 and LH86 in the rest of the text. Phillips (1986) presented a theoretical description of background errors as an ensemble of random slow modes with equipartition of energy. The striking features of the covariance statistics of his system are that the horizontal length-scale for temperature is smaller than that for height, the horizontal length-scale for height increases with altitude, and the vertical correlations are sharper for wind than for mass. Such results agree with the findings of HL86 and LH86, who based their studies on the verification of forecasts against radiosonde data over North America. Some other important results of HL86 and LH86 are that the wind background-errors are comparable in magnitude with observation errors and that the background errors are dominated by the synoptic scale on which the troposphere is largely non-divergent.
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Background errors for height are also comparable in magnitude with observation errors, and they have a substantial large-scale component for which the vertical structure has a very broad scale. A more recent application of HL86's method by Bartello and Mitchell (1992) has focused on the non-separability of the statistics. Their three-dimensional model of forecast-error covariances, based on Bessel functions in the horizontal and normal modes in the vertical, is successful in reproducing the significant observed increase of horizontal length-scale with height. These studies agree in many respects and, in particular, in the finding that the separable mathematical models misrepresent some important features of the correlations. Until recently, a separable framework has been widely used in operational practice for reasons of cost.

Observational studies have been extremely useful to investigate background-error statistics and to allow some approximations in the OI system to be specified. However, with a global analysis such as the 3D-Var, or the Spectral Statistical Interpolation analysis scheme (SSI) used at National Centers for Environmental Prediction (NCEP) (Parrish and Derber 1992), multivariate covariance information is needed at all wave numbers of the spectral expansion of the analysis fields. Studies such as HL86 and LH86 used high-quality homogeneous radiosonde networks distributed over a continental area such as North America. Since the horizontal extent of North America is about 4000 km, the observational methods cannot provide information for equivalent spherical total wave-number less than approximately ten. Furthermore, although the density of the radiosonde network would allow the specification of the smallest scales used in the analysis for the time being (T63), this will not be true once we go to finer resolution in the near future. As far as vertical resolution is concerned, one needs to go from the relatively coarse radiosonde-data distribution in the vertical to the 31 model-levels, either by interpolation or by modelling of the correlations. These limitations are the main incentives for the development of new methods such as the method used at NCEP which we will call the 'NMC method' for historical reasons. The basic strategy of this method, described by Parrish and Derber (1992), is to accumulate statistics of the differences between forecasts at different ranges and valid at the same time. The assumption behind the method is that the differences between these forecasts represent forecast error. The main benefits are that the method provides global, multivariate correlations with full vertical and spectral resolution. A description of the NMC method is given in section 2, followed in section 3 by results obtained at ECMWF. Section 4 discusses the practical implementation of the resulting statistics in the operational 3D-Var system. The advantages and limitations of the method are discussed in section 5.

2. Description of the Method

The NMC method assumes that the statistics of the differences between forecasts at different ranges valid at the same time are representative of forecast-error statistics. A rigorous justification of this assumption is difficult. Some arguments have been proposed by Bouttier (1994). In the present paper, we concentrate on a posteriori justification, by comparing the results with the existing literature.

For this study the method is applied to comparisons of 24- and 48-hour forecast fields for 12 UTC on the same day. This choice is somewhat arbitrary, but using the 24-hour forecast as a validation avoids any problems associated with spin-up which could be present in the forecast differences but not in the real forecast-error. It also allows differences to be examined over a 24-hour period, which is not so long that the error structure is significantly different from a 6-hour forecast error, and not so short that the forecasts are too similar
because of the lack of data to update the starting analysis. Other time-ranges and analysis-lags have been tried (0–24 hours, 0–12 hours, 0–6 hours, 24–36 hours etc.). All results are quite comparable, except for the comparison on the shortest time lag 0–6 hours between the background and the analysis which mainly represents the structure functions used in the OI analysis.

Results will be presented for the basic model-variables: \( T \) (temperature), \( \ln p_s \) (logarithm of the surface pressure), wind (rotational and divergent parts), \( Q \) (specific humidity). Furthermore, use will be made of the statistics for the mass variable \( P \) related to temperature and logarithm of surface pressure through the linearized hydrostatic relation giving \( P \) at level \( l \) as

\[
P_l = \sum_{i=L}^{l} RT_i \Delta \ln p_i + RT_i \ln p_s,
\]

where \( L \) is the number of vertical levels of the model and \( T \) is a constant reference temperature (= 270 K). A reference pressure equal to 1000 hPa is used in the variation of the logarithm of pressure. Quite a large sensitivity to these reference values was found and the particular values 270 K and 1000 hPa were chosen for their realism when interpreted as mean values. (Using the same values as those used in the integration of the forecast model for the semi-implicit computations, e.g. 300 K and 800 hPa, might be justified for numerical stability reasons, but is not realistic enough to obtain a mass variable \( P \) which can be identified with geopotential height.)

For each variable, the operational forecasts were compared for a period of 90 consecutive days extending from December 1992 to February 1993. Statistics for other seasons were computed but, for global statistics, results are very stable with season. The computations were carried out at resolution T106L31, where 106 is the number of spherical harmonics in the triangular expansion and 31 is the number of levels (for a description of the ECMWF model, see, for instance, Simmons (1991)). The mean–error field is a full spectral field (locally varying mean) which is removed from each departure field.

As explained in Part I, the covariance matrix is assumed to be block-diagonal in spectral space. Expanding a field \( x = \sum_{n=0}^{N} \sum_{m=-n}^{n} x_n^m Y_n^m \) in spherical harmonics, the total variance for a given wave-number \( n \) is \( \sum_{m=-n}^{n} (x_n^m)(x_n^m)^* = (2n+1)b_n \), where \( (x_n^m)^* \) is the complex conjugate of \( x_n^m \), and \( \langle x \rangle \) is the mathematical expectation. The quantities \( (2n+1)b_n \) provide a variance power-spectrum. \( b_n \) is the modal variance as introduced in Eq. (9) of part I.

The correlation spectra \( h_n \) are deduced from the covariances by normalizing by the global variance

\[
\sigma^2 = \sum_{n=0}^{N} (2n+1)b_n; \quad h_n = \frac{(2n+1)b_n}{\sigma^2}.
\]

The vertical covariance between two levels is \( B_{kl}^{li} = \sum_{n=0}^{N} \sum_{m=-n}^{n} \langle (x_{kn}^m)(x_{ln}^m)^* \rangle \). The total vertical correlation between two levels \( l \) and \( k \) is

\[
\mathcal{V}_{kl} = \frac{B_{kl}^{li}}{\sigma_k \sigma_l}.
\]

The total covariance \( B_{kl}^{li} = \sum_{n=0}^{N} B_n^{kl} \) where \( B_n^{kl} = \sum_{m=-n}^{n} \langle (x_{kn}^m)(x_{ln}^m)^* \rangle \) is the vertical covariance for wave number \( n \).

\[
B_{kl}^{li} = \sum_{n=0}^{N} \sqrt{B_n^{kk}} \sqrt{B_n^{ll}} \left( \frac{B_{kl}^{li}}{\sqrt{B_n^{kk}} \sqrt{B_n^{ll}}} \right).
\]
Figure 1. Horizontally averaged standard deviations as a function of pressure (hPa) for the mass variable $P$ (dashed line) ($100 \text{ m}^2\text{ s}^{-2}$), mass variable modified as explained in section 4 of the text (long-dashed line) ($100 \text{ m}^2\text{ s}^{-2}$), wind components (solid line) (in s$^{-1}$) and temperature (dash-dotted line) (K).

The vertical correlation at wave number $n$ is

$$V_n^{kl} = \frac{B_n^{kl}}{\sqrt{B_n^{kk}} \sqrt{B_n^{ll}}}.$$  \hspace{1cm} (4)

3. RESULTS

Results obtained from these statistics are presented in this section, with the standard-deviation results in subsection 3(a), the horizontal correlation results in subsection 3(b) and the vertical correlation results in subsection 3(c).

(a) Variation of standard deviations

A global factor to re-scale the 24-hr minus 48-hr forecast divergence down to a 6-hr forecast error has been found by comparison with statistics of 6-hr forecast minus TOVS radiance data (for a description of the use of TOVS radiance data at ECMWF and the use of statistics related to them, see Eyre et al. (1993)). The resulting value (0.9) is larger than what would be expected, but it should be remembered that a 24-hr forecast divergence is not equal to a 24-hr forecast error, and that the NMC method relies on a lot of hypotheses which may not be strictly verified. The globally averaged standard deviations for each horizontal level, after application of this scaling factor, are presented in Fig. 1 for variables $T$, $P$ and $U$ (wind component). The modified $P$ variable shown in the figure will be discussed in section 4. The wind components’ standard deviations are obtained by the geostrophic-relationship formula $\sigma U = \sigma (P)/f \mathcal{L}(P)$, where $f$ is taken as 0.0001 s$^{-1}$, and $\mathcal{L}(P)$ is the length-scale for the mass variable as defined in section 2. Both profiles for $U$ and $P$ agree remarkably well with results from HL86 (Fig. 3), LH86 (Fig. 2) and
Bartello and Mitchell (1992) (Figs. 3 and 7) with, in particular, a maximum error around the level of the jet stream, 300 hPa. The pressure levels of the maximum errors for height are slightly different from those for wind, a result also found by Bartello and Mitchell (1992). The vertical profile of temperature standard deviation of error is more markedly different, with a maximum slightly higher at 200 hPa.

So far, only the vertical variation of the globally averaged standard deviations has been mentioned. The horizontal variation of the estimated standard deviations for temperature at level 18 (approximately 500 hPa) is presented in Fig. 2. These statistics appear to be quite noisy, although three months of accumulation of statistics went into their calculation. They also have a tendency to go to low values in the tropics, where not so many data are available and the time variability of the atmosphere is lower. It is this tendency to go to low values in the tropics which causes the NMC method to break down. For these reasons, this horizontal variation is not used in practice. (See section 4 for an explanation of what is used at present.) However, it should be mentioned that this pattern of standard deviations displayed in Fig. 2 shows that the globally averaged statistics obtained with this method are mainly representative of mid-latitudes where standard deviations have large values, with even more weighting from the southern hemisphere than from the northern hemisphere. The covariance matrices obtained with the NMC method and discussed below should then agree reasonably well with balanced statistics. In particular, one can expect to find in these statistics some of the features discussed in the ensemble of slow modes described by Phillips (1986). He found the statistics obtained with these balanced modes were such that the horizontal length-scale for temperature was smaller than that for height, that the horizontal length-scale for height increased with altitude, and that the vertical correlations were sharper for wind than for mass. In the following section we shall see these results confirmed by the present work.
(b) Horizontal correlations

Horizontal correlations were examined for each vertical level and for each variable. Figure 3 presents autocorrelation spectra for selected variables and levels.

Figure 3(a) shows the autocorrelation spectra for the mass variable \( P \), derived from the covariances for temperature and surface pressure. All spectra have a maximum at around wave number 6 to 10, which corresponds to synoptic scales. However, the different behaviour of the 'stratospheric' levels 6 and 10 compared to the 'tropospheric' ones is quite noticeable. The stratospheric levels tend to have more energy in the large scales (wave numbers less than ten) and much less energy in the small scales (wave numbers greater than ten). On the other hand, tropospheric levels behave fairly similarly, with a slope around \(-3.2\) in the wave-number range 20 to 60, and around \(-4.5\) in the wave-number range 60 to 100. A comparison with previous results using expansion in terms of Bessel functions can be made, using the equivalence between the two different types of expansion detailed in Part I. The equivalent slopes in power spectra found by L"onnberg (1989) and Bartello and Mitchell (1992) were \(-3\) and \(-3\) to \(-4\). One can then conclude that these spectra estimated from the NMC method agree reasonably well with the literature for the wave-number range 20 to 60. For smaller scales, it is difficult to make a comparison with the results of previous studies, as the direct computation of the statistics of background minus observations did not allow a precise description in the range 60 to 100. This can be noticed, for instance, in the noise present in Fig. 7 of LH86 for scales smaller than \( n = 60 \).

Following HL86 and Daley (1991), one can derive the 'kinetic energy spectra' from stream function \( \psi \) and velocity potential \( \chi \) statistics, or equivalently vorticity and divergence statistics, independently

\[
\begin{align*}
(B_{t,t} + B_{l,t})_{\psi} &= -\Delta (B_{\psi,\psi}) \\
(B_{t,t} + B_{l,t})_{\chi} &= -\Delta (B_{\chi,\chi}),
\end{align*}
\]

knowing that the sum of the two will give the full kinetic-energy statistics (\( \Delta \) is the Laplacian operator, \( l \) indicates the longitudinal component of the wind and \( t \) the transverse component of the wind, as in HL86 and LH86). The spectra derived from the vorticity and divergence statistics are shown in Fig. 3, panels (b) and (c) respectively. Compared with the mass spectra, these wind statistics have more weight in the small scales (high wave-numbers). As shown in Table 1, the slopes are smaller in the inertial range. The spectra derived from the divergence statistics (Fig. 3(c)) are even flatter with slopes of around \(-0.5\) in the wave-number range 20 to 60, and around \(-2\) in the wave-number range 60 to 100 instead of the \(-1.5\) and \(-3.5\) found for the spectra derived from the vorticity statistics (Fig. 3(b)). The auto correlation of the divergent-wind errors is then much whiter than the autocorrelation of the rotational-wind errors.

Assuming geostrophy, the linearized geopotential \( P \) can be expressed as \( P = \psi / f \), where \( f \) is the Coriolis parameter, and we get

\[
B_{t,t} + B_{l,t} = -\frac{\Delta B_{P,\psi}}{f^2}.
\]

One can then approximate the geostrophic kinetic-energy spectra from the \( P \) spectra by applying the Laplacian operator to the statistics. These are shown in Fig. 3(d). One can clearly see the shift towards small scales introduced by the Laplacian operator (by comparison with Fig. 3(a)). Accordingly, the slopes have also been modified. For the tropospheric levels, the slopes are now around \(-1.2\) in the wave-number range 20 to 60, and around \(-2.5\) in the range 60 to 100 (see also Table 1). The spectra have a maximum around wave
Figure 3. Horizontal autocorrelation spectra as a function of horizontal total wave-number in a log-log graph for selected model-levels: (a) mass variable $P$; (b) kinetic-energy spectrum obtained from the vorticity statistics; (c) kinetic-energy spectrum obtained from the divergence statistics; (d) kinetic-energy spectrum obtained from the $P$ variable, using geostrophy. Level 6 (approximately 100 hPa) is denoted by a dash-dotted line, level 10 (approximately 200 hPa) by a long-dashed line, level 18 (approximately 500 hPa) a solid line and level 26 (approximately 850 hPa) a dashed line.
number 20, which agrees quite well with the spectra shown by Bartello and Mitchell (1992) (their Fig. 11) which peak around equivalent total wave-number 30.

There is some similarity between the spectra derived from the vorticity statistics (Fig. 3(b)) and the spectra derived from the mass statistics assuming geostrophy (Fig. 3(d)), although the spectra have much more power than the geostrophic kinetic-energy spectra at low wave-numbers. The degree of geostrophy can be indicated by the comparison between the spectra derived from the vorticity statistics and the spectra derived from the mass
statistics assuming geostrophy. The slopes of these spectra are in good agreement in the range 20 to 60 as seen from Table 1, but much less so for the finer scales. The geostrophic coupling is then seen to depend on the horizontal scale. Projecting the statistics onto the eigenvectors of the covariance matrix for vorticity also indicated a lower degree of balance for the finer vertical scales. This is a feature which had already been implemented in the Optimum Interpolation scheme (Lönnberg 1989).

From the autocorrelation spectra, one can produce the autocorrelation functions in grid-point space. These are presented for the mass variable \( P \) in Fig. 4. One can see how the correlation decreases as a function of distance for all selected levels. These correlations drop to almost zero at a distance of about 2000 to 3000 km, which corresponds fairly well to the results presented by Balgovind et al. (1983) in their Fig. 3. In particular, there is a good agreement between our autocorrelation function at level 18 (500 hPa) and their statistics in the latitude band 40 to 50 degrees. The correlation scale is larger for the stratospheric levels. In Fig. 5, the same autocorrelation functions are plotted for very large distances (solid lines). One can notice some positive values occurring at a very large distance, which would indicate that an error is positively correlated with the antipode. This feature of the statistics is not understood and does not appear to be realistic. As explained in Part I, one possible way to eliminate the noise at the antipode would be to reset the correlation to zero beyond a certain distance, thus obtaining compactly supported correlations. An illustration of the impact of this resetting to zero after a distance of approximately 4000 km is presented in Fig. 5 (dashed curves). Hardly any change is noticeable for short distances. The impact on the spectra is shown in Fig. 6. The compactly supported correlations (dashed lines) are very similar to the original ones (solid lines), apart from the fact that the modified spectra are much smoother and not as noisy. Although this has not yet been implemented in the operational statistics, it is likely to be beneficial.

The spectra presented above were shown up to wave number 106. However, in practice, the current resolution of the 3D-Var system is using these statistics only up to wave number 63. For this reason, all the results presented in the following will be truncated to 63, in order to provide a faithful illustration of the operational system.
Figure 4. Horizontal autocorrelations as a function of horizontal distance for the mass variable $P$ and selected model-levels. Level 6 (approximately 100 hPa) is denoted by a dash-dotted line, level 10 (approximately 200 hPa) by a long-dashed line, level 18 (approximately 500 hPa) a solid line and level 26 (approximately 850 hPa) a dashed line.

Figure 5. Horizontal autocorrelations as a function of horizontal distance up to large distances for the mass variable $P$ and selected model-levels: original curves (solid lines); compactly supported correlations obtained by resetting the correlations to zero after 4000 km (dashed lines). The four levels are almost indistinguishable in this plot. Compare Fig. 4.
Figure 6. Horizontal autocorrelation spectra as a function of horizontal total wave-number in a log–log graph for the mass variable \( P \) and selected model-levels: original curves (solid lines); compactly supported correlations obtained by resetting the correlations to zero after 4000 km (dashed lines). Level 6 (approximately 100 hPa) is denoted by a dashed-dotted line, level 10 (approximately 200 hPa) by a long-dashed line, level 18 (approximately 500 hPa) a solid line, and level 26 (approximately 850 hPa) a dashed line, but are barely distinguishable. Compare Fig. 3.

<table>
<thead>
<tr>
<th>Level</th>
<th>Variable</th>
<th>Length scales (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 (100 hPa)</td>
<td>variable P</td>
<td>680 (710)</td>
</tr>
<tr>
<td>10 (200 hPa)</td>
<td>variable P</td>
<td>635 (647)</td>
</tr>
<tr>
<td>18 (500 hPa)</td>
<td>variable P</td>
<td>502 (493)</td>
</tr>
<tr>
<td>26 (850 hPa)</td>
<td>variable P</td>
<td>514 (517)</td>
</tr>
<tr>
<td>6 (100 hPa)</td>
<td>Temperature</td>
<td>291</td>
</tr>
<tr>
<td>10 (200 hPa)</td>
<td>Temperature</td>
<td>301</td>
</tr>
<tr>
<td>18 (500 hPa)</td>
<td>Temperature</td>
<td>285</td>
</tr>
<tr>
<td>26 (850 hPa)</td>
<td>Temperature</td>
<td>274</td>
</tr>
<tr>
<td>6 (100 hPa)</td>
<td>Specific humidity</td>
<td>290</td>
</tr>
<tr>
<td>10 (200 hPa)</td>
<td>Specific humidity</td>
<td>255</td>
</tr>
<tr>
<td>18 (500 hPa)</td>
<td>Specific humidity</td>
<td>258</td>
</tr>
<tr>
<td>26 (850 hPa)</td>
<td>Specific humidity</td>
<td>252</td>
</tr>
</tbody>
</table>

As in Part I, one can define a length scale for an autocorrelation function which is characteristic of the curvature at the origin. These length scales were computed for the mass variable \( P \), for temperature \( T \) and specific humidity \( Q \) at each level. They are presented in Fig. 7 and Table 2 (the modified \( P \) variable will be discussed in section 4). The length scales for \( Q \) and \( T \) are fairly constant in the troposphere at around 250 and 280 kilometres respectively, with an increase in the stratosphere. (It should be noted that the forecasts used to produce these statistics were based on OI analyses for which the stratospheric humidities
were set to a constant value. Results relative to stratospheric humidities are therefore not believed to be very relevant.) The mass variable $P$ exhibits different behaviour, with a large increase from a value of 500 km at 400 hPa to a value approaching 900 km at the top of the model. This profile for $P$ fits the equivalent figure (Fig. 6) in LH86 reasonably well (with a factor two difference, corresponding to different definitions of the length scales). An interesting aspect of these curves is that the temperature has a shorter length-scale than the mass variable $P$. This had already been noted by Phillips (1986) for his statistics of a random ensemble of slow modes, and is a consequence of geostrophy, and the resulting invalidity of the separability assumption. The autocorrelation spectra presented in Fig. 3 already indicate that the horizontal correlations vary with level. Another illustration of non-separability will be given in the following subsection on vertical correlations.

\(c\) Vertical correlations

The global vertical correlations for different variables are presented in Fig. 8 for four selected levels, 6, 10, 18 and 26. A measure of the sharpness of the correlations is also computed as the mean distance for which the correlation falls to 0.5 (in $\Delta \ln p$ units). This measure was computed for the four levels and all variables. Results are shown in Table 3. Figure 8(a) shows the vertical correlations for temperature. One notices the presence of a negative lobe for each of these correlations. For instance, level 200 hPa is positively correlated with levels above 300 hPa, but negatively correlated with levels below 300 hPa. The opposite is true for levels 500 hPa and 850 hPa, which are positively correlated with levels below 300 hPa and negatively with levels above. It seems then that level 300 hPa is a mean tropopause level for our statistics, a level where a change of sign occurs. This is consistent with the vertical correlations for thicknesses in LH86 (their Fig. 13). The cross-correlation between surface pressure and temperature at all levels is presented in Fig. 8(b). It shows that the surface pressure is negatively correlated with temperature in
Figure 8. Global vertical correlations as a function of pressure (hPa) for four selected model-levels: (a) temperature $T$; (b) cross-correlation between surface pressure (represented by the lowest point on the curve) and temperature; (c) the mass variable $P$; (d) rotational part of the wind; (e) divergent part of the wind; (f) specific humidity $Q$. Level 6 (approximately 100 hPa) is denoted by a dash-dotted line, level 10 (approximately 200 hPa) by a long-dashed line, level 18 (approximately 500 hPa) a solid line and level 26 (approximately 850 hPa) a dashed line.
TABLE 3. MEASURES OF THE SHARPNESS OF THE VERTICAL CORRELATIONS FOR DIFFERENT VARIABLES AND SELECTED LEVELS

<table>
<thead>
<tr>
<th>Correlation for T at level</th>
<th>Mean distance for which the correlation falls to 0.5 (in $\Delta \ln p$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation for T at level 6 (100 hPa)</td>
<td>0.14</td>
</tr>
<tr>
<td>Correlation for T at level 10 (200 hPa)</td>
<td>0.19</td>
</tr>
<tr>
<td>Correlation for T at level 18 (500 hPa)</td>
<td>0.24</td>
</tr>
<tr>
<td>Correlation for T at level 26 (850 hPa)</td>
<td>0.09</td>
</tr>
<tr>
<td>Correlation for P at level 6 (100 hPa)</td>
<td>1.20</td>
</tr>
<tr>
<td>Correlation for P at level 10 (200 hPa)</td>
<td>1.22</td>
</tr>
<tr>
<td>Correlation for P at level 18 (500 hPa)</td>
<td>1.51</td>
</tr>
<tr>
<td>Correlation for P at level 26 (850 hPa)</td>
<td>1.16</td>
</tr>
<tr>
<td>Correlation for rotational wind (divergent wind) at level 6 (100 hPa)</td>
<td>0.30 (0.09)</td>
</tr>
<tr>
<td>Correlation for rotational wind (divergent wind) at level 10 (200 hPa)</td>
<td>0.52 (0.14)</td>
</tr>
<tr>
<td>Correlation for rotational wind (divergent wind) at level 18 (500 hPa)</td>
<td>0.52 (0.13)</td>
</tr>
<tr>
<td>Correlation for rotational wind (divergent wind) at level 26 (850 hPa)</td>
<td>0.43 (0.12)</td>
</tr>
<tr>
<td>Specific humidity at level 6 (100 hPa)</td>
<td>0.09</td>
</tr>
<tr>
<td>Specific humidity at level 10 (200 hPa)</td>
<td>0.15</td>
</tr>
<tr>
<td>Specific humidity at level 18 (500 hPa)</td>
<td>0.20</td>
</tr>
<tr>
<td>Specific humidity at level 26 (850 hPa)</td>
<td>0.12</td>
</tr>
</tbody>
</table>

the lower troposphere and at the tropopause level (this will be discussed in Part III). In Fig. 8(c), the vertical correlations of mass variable $P$ appear to be broader than the ones for temperature in panel (a) (this is also easily seen from Table 3). This is a consequence of $P$ being the vertical integral of $T$. The vertical correlation for level 200 hPa can be compared to Fig. 9 in LH86. They agree reasonably well, although our statistics are generally broader. This can be explained by there being a greater contribution from the southern hemisphere (where standard deviations are large) in our statistics than from the northern hemisphere. The broader correlations from the data-poor areas in the southern hemisphere might then dominate the results.

The correlations for the rotational part of the wind and the divergent part of the wind are presented in Fig. 8, panels (d) and (e) respectively. Figure 8(d) can be compared with Fig. 15 in HL86, which again exhibits slightly sharper correlations than ours. It can be noted that the vertical correlations for the rotational component of the wind (Fig. 8(d)) are sharper than those for the mass variable $P$ (Fig. 8(c)). This result was also found by Phillips (1986), and is again a consequence of geostrophy and the invalidity of the separability assumption. Comparing the correlations for rotational and divergent parts of the wind, the statistics for the divergent part appear clearly sharper, with, in particular, some negative lobes (as in Fig. 19 of HL86), interpreted as the manifestation of baroclinic processes within the troposphere. Figure 8(f) shows the correlations for the specific-humidity variable. These remain positive at all levels. A small kink is visible in the 500 hPa profile at level 28 (roughly 950 hPa), corresponding to the top of the boundary layer. This might be associated with the representation of physical processes in the model. There is also an indication of a very strong vertical gradient of specific humidity around this level in the TOGA COARE data-set examined by Johnson et al. (1996), which might affect the statistics.

The variation of the vertical correlations as a function of horizontal wave-number is now investigated. Figure 9 presents the vertical correlations at level 18 (500 hPa) for differ-
Figure 9. Vertical correlations for level 18 (approximately 500 hPa) as a function of pressure (hPa) for selected horizontal wave-numbers: (a) temperature $T$; (b) cross-correlation between surface pressure (represented by the lowest point on the curve) and temperature; (c) the mass variable $P$; (d) specific humidity $Q$. Wave numbers 10, 25, 40 and 55 are shown by solid, long-dashed, dash-dotted and dashed lines respectively.

Different variables and selected wave-numbers (10, 25, 40 and 55). In all panels, the sharpening of the vertical correlations with higher wave-numbers is obvious. This represents a sort of three-dimensional isotropy: short horizontal scales are associated with short vertical scales.

This variation allows us to understand the overall sharper vertical correlation for rotational wind than for mass. As the horizontal spectra for wind are more weighted towards the smallest scales than are those for mass, the global (wave-number averaged) vertical correlation will be more influenced by small structures. This illustration of the lack
of separability was also found to a lesser extent in HL86 (Fig. 15) and LH86 (Fig. 9). The signal appears so strongly in our results that it was decided to implement such a variation of vertical correlations with respect to wave-number in the 3D-Var structure functions, thus obviating the separability assumption.

4. Practical implementation

In the previous section, the statistics obtained with the NMC method have been presented for all variables. In particular, mass and wind statistics were presented separately, and it was shown that they agreed quite well with values in the literature, and in particular with Phillips's results on an ensemble of slow modes. In practice, only the mass statistics were used and the wind statistics were derived from them. We did this so as to have an internally consistent set of statistics, and full control over the degree of geostrophy in the covariances. (It was found that, when using wind statistics directly, the balanced part of the mass linked to the vorticity statistics exhibited some noise in the kernel of the operator transforming \((T, P)\) into \(P\). This noise was easier to control when using mass statistics and deriving wind statistics from them.) The important things we insist on in the resulting statistics are geostrophy and non-separability following Phillips's ideas.

As a result, both mass and wind vertical and horizontal correlations specified in the 3D-Var system are derived from the covariances for temperature and surface pressure obtained with the NMC method. Both the autocorrelation spectra at all model levels and the vertical correlations for each horizontal wave-number are used with only a small modification (values for wave-numbers zero and one were too noisy and are replaced by the values for wave-number two). The linearized integration of the hydrostatics, to calculate \(P\) from \(T\) and \(\ln p_s\) allows the computation of some mass covariances for each wave-number \(n\). It turns out that these covariances, especially for small \(n\), do not drop off towards zero over large vertical separations. In terms of correlations, there is, for many large wave-numbers, an increase in the correlation \(V_n^{31,l}\) with decreasing \(l\) (higher level) in the stratosphere. This is partly the result of assuming three-dimensional isotropy (temperature-error structures tend to slope in the vertical, which we cannot take into account here). In any case, it is believed to be un-physical; in practice, the correlations will be forced to go to zero, with a small adjustment of the temperature and surface-pressure standard-deviations. Physically, the condition is that the effect of a change in \(p_s\) on height at the top level has to be perfectly compensated by an opposite change in the vertical integral of temperature. The adjustment necessary for this condition to hold is, for almost all wave numbers, a 10% reduction in the surface-pressure standard-deviation and a 10% increase in the temperature standard-errors. For the largest horizontal scales, a larger adjustment (up to 30%) is needed. It is conceivable that for the largest scales the height correlations between the surface and the top of the model should be non-zero. However, for the time being, we enforce the condition for all wave numbers before applying the linearized hydrostatic operator. The resulting vertical correlations for various wave numbers at level 18 are shown in Fig. 10. These are sharper than the previous ones shown in Fig. 8(c). Another comparison with computed statistics can be made from Fig. 1(a) and Fig. 7 where the modified \(P\) variable (long-dashed lines) should be compared with the original \(P\) variable (dashed lines). The tropospheric values are seen to be in relatively good agreement, but larger differences occur in the stratosphere. The resulting statistics are believed to be a good approximation of geopotential-error statistics, as can be judged from the comparison of the resulting standard deviations and of directly computed values extracted from the earlier study of Rabier and McNally (1993). As an example, the standard deviations for our modified mass-variable and directly computed geopotential statistics are respectively 12 and 14 m
at 850 hPa, with identical values of 19 m at 500 hPa and of 22 m at 200 hPa. The modified mass-statistics will be used for both the balanced part of the mass and the unbalanced part of the mass (as explained in Part I).

The next step is to derive some wind statistics from the mass statistics, using geostrophy. As for mass, these statistics will then be used for both the balanced and unbalanced parts of the wind. This is obviously a very crude approximation, since we have seen in the previous sections how different the statistics for the rotational and the divergent parts of the wind were; nevertheless, it was found to be necessary for a satisfactory convergence of the minimization.

The degree of balance as a function of scale (which was observed from the statistics) is implemented in an approximate way. The variation with horizontal wave-number is described by a linear function, which gradually decreases from 90% of the variance in the Rossby modes at wave-number ten to 62% of the variance in the Rossby modes at wave-number 63. The variation with vertical mode is implemented following the simple switch from multivariate for the first ten vertical modes to univariate for the remaining ones.

As far as the standard deviations are concerned, the global standard-deviations at each level for temperature and the one for surface pressure are multiplied by a constant rescaling factor of 0.9, and then used in the 3D-Var system. Those for wind are derived by a simplified geostrophic relationship as explained in subsection 3(a). In ECMWF operations, between January and September 1996, the geographical variation of standard deviations was taken from the output of the OI scheme (the index is derived from the geographical variation of geopotential errors at level 18 (500 hPa) with an inflation in the tropics). Currently, it is coming from an estimation of the analysis covariance matrix using a conjugate-gradient minimization algorithm (Fisher and Courtier 1995).
For the specific humidity, our specification of the standard deviations is not derived from the NMC statistics (for mainly historical reasons) but from a study of statistics of radiosonde observations minus background fields, stratified according to observed temperature and relative humidity. A simple empirical formulation for the standard deviations of both the background error and the observation errors was designed to model the main features of the histogram. The background errors for relative humidity are modelled as

$$\sigma_b = -0.002T_b - 0.0033\{T_b - 273\} + 0.25\text{RH}_b - 0.35\text{RH}_b - 0.4| + 0.70$$

$$\sigma_b = \min(0.18), \max(0.06).$$

These standard deviations are then converted to specific humidity (ignoring the temperature contribution). As these modelled errors reproduced the data quite well for most of the troposphere, but failed to reproduce the observed decrease in the values of the standard deviations in the lower layers, they were modified in the following way. For pressure higher than $P_0 = 800$ hPa and over sea, the modified standard-deviation is given by

$$\sigma_{\text{mod}} = \sigma_b[1 - a + a \exp\{-((p - p_0)/b)\}]$$

where $a = 0.5$ and $b = 12,500$. The resulting standard-deviations are presented in Fig. 11, both globally (solid line) and for the tropics (dashed line).

A problem of slow increase in the stratospheric humidity emerged in the 3D-Var data-assimilation suite. This was found to be due to systematic humidity-observation departures in the troposphere and small but non-zero correlations between the troposphere and the stratosphere. The solution consisted in setting the standard deviations to a very low value above 150 hPa and setting to zero the correlations between levels above 100 hPa and all other levels. The humidity in the stratosphere in the current system is then mainly driven by the model, and not controlled by observations.
5. DISCUSSION

In this paper, background-error statistics have been investigated using the differences between two forecasts valid at the same time, following a method introduced by Parrish and Derber (1992). This method is relatively easy to implement and provides some information for all variables and scales used in a variational system. Results compare satisfactorily with those in the literature. The simplicity of the method and its reasonable results make it a suitable tool for centres developing statistics for a variational scheme. Apart from the NCEP and ECMWF centres, it has also been used at the Bureau of Meteorology Research Centre by Steinle et al. (1995), Météo-France by Desrozières et al. (1995), Recherche en Prévision Numérique by Gauthier (personal communication) and the Meteorological Office by Ingleby et al. (1996).

The results obtained in this study highlighted the non-separability of the statistics, with different horizontal correlations at different levels, and different vertical correlations for different horizontal wave-numbers. In particular, a kind of three-dimensional isotropy has been observed, with the sharpening of vertical correlations when going to smaller horizontal scales. Taking this non-separability into account leads to some attractive features which were not present in the separable formulation of the statistics used in the OI system, such as the increase of length-scale with height for the mass variable, a shorter length-scale for temperature than for mass, and sharper vertical correlations for wind than for mass. The practical importance of these features is illustrated in Part III. These three features had already been described and explained by Phillips (1986), but have not previously been fully implemented in an operational OI analysis scheme. One should note, however, that a non-separable model of forecast-error covariances can also be obtained from data statistics, as shown by Bartello and Mitchell (1992).

The use of the same correlations at all geographical locations is a clear limitation of our implementation of the statistics. It is known that horizontal correlations get sharper with higher latitudes (Lindzen and Fox-Rabinovitz 1989; Balgovind et al. 1983). These can also vary considerably with observation network density as shown by Daley (1992). There is also some evidence of a clear tightening of the vertical correlations in the tropics, as can be seen in Fig. 12, representing the zonally averaged temperature correlations obtained with the 'NMC method'. None of these features is represented in the current formulation. However, some work is under way to introduce a latitudinal variation of vertical correlations and to describe more accurately the geographical variation of standard deviations in a simplified Kalman-filter context (Fisher and Courtier 1995).
Despite these limitations, the current implementation of the statistics obtained with the NMC method has been shown to be generally reasonable, and the specification of non-separable statistics has had a clear positive impact on the assimilation of all data, as will be described in Part III. As shown by Andersson et al. (1993), these non-separable structure functions are desirable for the combined use of broad temperature-information from TOVS radiances and sharp wind-information from conventional data. Further improvements of the method will introduce better geographical description of the background-error statistics in the near future.
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