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**Summary**

Responses of an ocean model to gradual transitions of equator-to-pole gradients show that several quasi-equilibrium states within the thermally driven regime are generated under identical forcing conditions. These different states are associated with different patterns (the location and the penetration depth) of oceanic convection. Small changes in the thermal forcing conditions can push the system into an oscillatory regime. Once in this regime, oscillations appear to proceed as internal processes. One important implication of these results is that the present-day ocean climate may not recover fully if the atmospheric CO\textsubscript{2} level, after doubling, is lowered to the present-day level.
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1. Introduction

A common feature of the response of an atmosphere–ocean coupled model to transient CO\textsubscript{2} increase is an interhemispheric asymmetry in surface warming, with a slower warming in the southern hemisphere than in the northern hemisphere (Stouffer et al. 1989; Manabe et al. 1990, 1991; Cubasch et al. 1992; Murphy and Mitchell 1995). The processes for generating this feature have been investigated extensively in many studies (e.g., Bryan et al. 1988; Stouffer et al. 1989; Manabe et al. 1990, 1991). In the northern hemisphere, there is a poleward amplification of the increase in surface temperature. The initial warming associated with the CO\textsubscript{2} increase causes a poleward retreat of sea ice and snow cover in the northern hemisphere. These lead to a decrease in surface albedo, the amplitude of which increases poleward. Such a poleward amplification is absent in the southern hemisphere. Manabe et al. (1991) further showed that the asymmetric response also occurs in response to a transient CO\textsubscript{2} decrease, with a faster cooling and a poleward amplification of cooling in the northern hemisphere. A poleward amplification of warming (cooling) means that the equator-to-pole temperature-contrast of the present-day climate is reduced (enhanced). A question arises as to whether the climate would recover its present state if the CO\textsubscript{2} level, after doubling, were to return to its present level. The ultimate answer to the question needs to be obtained through a realistic coupled model. However, given the importance of the thermohaline circulation in determining the response of a coupled system to a CO\textsubscript{2} increase (Manabe and Stouffer 1993, 1994), some insights may be gained from results of an ocean-only model. In the context of a somewhat mechanistic study, the present paper investigates the quasi-equilibrium response of the thermohaline circulation in an ocean-alone model to an imposed decrease in the equator-to-pole temperature-gradient. The response is compared with that to an imposed increase of a temperature gradient of identical magnitude.
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The behaviour of the present-day thermohaline-circulation has been studied extensively following the pioneering work of Stommel (1961). He showed with a one-hemisphere, simple box model, that the thermohaline circulation has two different modes: one thermally driven that has deep-water formation in the polar region, and one salt driven that has deep-water formation near the equator. In a two-hemisphere, simple general circulation model, Bryan (1986) showed that the transition may occur between a northern hemispheric high-latitude sinking cell and a southern hemispheric one. The northern and southern high-latitude sinking cells would correspond to the North Atlantic Deep-Water Formation (NADWF) and the Antarctic Bottom Water formation cell in a more realistic model. Ocean-only model studies suggest that the flip between a NADWF-on mode and a NADWF-off mode can be induced easily (Weaver and Sarachik 1991a,b). Observations of deep-sea cores indicated that there are modes which have less extreme outcomes than one with NADWF on the one hand and one in which NADWF completely disappears on the other (Oppo and Fairbanks 1990). (A transition between these modes can, however, be rather rapid.) Further, it is likely that there is a continuum of circulation modes (Raymo et al. 1990). This appears to be supported by results from highly simplified coupled models (Stocker and Wright 1991; Rahmstorf 1995a). In these models, fresh-water forcing at high latitudes is gradually increased and then gradually decreased to the original magnitude. A spectrum of modes is found, and, when a threshold value is exceeded, a sudden transition takes place from a mode with NADWF to one without. It was further shown that multiple convection-patterns may occur under identical surface-forcings, and transitions between convection patterns may be induced by a step-function forcing, gradual forcing, or stochastic forcing over large areas or at single grid-points (Lenderink and Haarsma 1994, 1996; Rahmstorf 1995a,b; Weaver and Hughes 1994).

Manabe and Stouffer (1988) gave the first example of the two stable modes in a coupled ocean–atmosphere model. Maier-Reimer and Mikolajewicz (1989) applied this idea of multiplicity to the Younger Dryas period as an explanation. However, Duplessy et al. (1988) and Bond et al. (1993) pointed out that, although NADWF was reduced and shifted southward during the glacial period, it was neither shut off, nor replaced by a salt-dominated sinking at the equator. Coupled-model experiments (Manabe and Stouffer 1995; Cai et al. 1997) indicated that the thermohaline circulation is quite stable at present and that an extremely large perturbation would be needed to bring about a transition from the present thermally driven regime to a salt-driven regime. Huang et al. (1992) extended the work of Stommel (1961). They found that besides the two major modes of the Stommel (1961) model, the thermohaline circulation can have many solutions under an identical set of surface forcings, and that some of these solutions are only slightly different. A question arises as to whether the thermohaline circulation exhibits similar behaviour in response to changes in atmospheric thermal conditions. This is one of the central issues of the present paper.

We investigate the quasi-equilibrium response of a model NADWF to a change in atmospheric thermal conditions. In terms of parameter range, it is within a thermally driven regime, rather than varying from a thermally driven to a salt-driven one. Hence this serves as a supplement for a more complete understanding of the NADWF circulation. We show that within the thermally driven regime, responses of the thermohaline circulation to antisymmetric changes in atmospheric thermal conditions are not antisymmetric with respect to time. Many different quasi-equilibrium states may exist under identical atmospheric conditions. Changes in the atmospheric thermal-forcing condition can push the thermohaline circulation into a thermal oscillatory regime. We demonstrate that upon the removal of the change in the atmospheric thermal condition, thermohaline circulation does not fully return to the state existing before the change of forcing.
TABLE 1. Distribution of Vertical Levels

<table>
<thead>
<tr>
<th>Level</th>
<th>Thickness (m)</th>
<th>Depth of (T, S) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>12.5</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>37.5</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>70</td>
<td>125</td>
</tr>
<tr>
<td>5</td>
<td>110</td>
<td>215</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>370</td>
</tr>
<tr>
<td>7</td>
<td>330</td>
<td>635</td>
</tr>
<tr>
<td>8</td>
<td>450</td>
<td>1025</td>
</tr>
<tr>
<td>9</td>
<td>650</td>
<td>1575</td>
</tr>
<tr>
<td>10</td>
<td>900</td>
<td>2350</td>
</tr>
<tr>
<td>11</td>
<td>900</td>
<td>3250</td>
</tr>
<tr>
<td>12</td>
<td>900</td>
<td>4150</td>
</tr>
</tbody>
</table>

TABLE 2. Values of Model Coefficients

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal diffusivity</td>
<td>( A_{TH} )</td>
<td>( 1 \times 10^3 \text{ m}^2\text{s}^{-1} )</td>
</tr>
<tr>
<td>Horizontal viscosity</td>
<td>( A_{MH} )</td>
<td>( 3 \times 10^4 \text{ m}^2\text{s}^{-1} )</td>
</tr>
<tr>
<td>Vertical diffusivity</td>
<td>( A_{TV} )</td>
<td>( 1 \times 10^{-4} \text{ m}^2\text{s}^{-1} )</td>
</tr>
<tr>
<td>Vertical viscosity</td>
<td>( A_{MV} )</td>
<td>( 1 \times 10^{-4} \text{ m}^2\text{s}^{-1} )</td>
</tr>
</tbody>
</table>

2. The Model and Forcing Conditions

The study reported in the present paper employs the Pacanowski et al. (1991) version of the Bryan–Cox–Semtner ocean general circulation model, which is based on the work of Bryan (1969). The model has a width of 60° and a length of 144° extending from 72°S to 72°N. The model southern hemisphere includes a Drake Passage from 44°S to 60°S and a sill 2350 m deep in the Passage; elsewhere the model southern hemisphere is flat-bottomed. The horizontal grid-spacing is 4° of latitude by 4° of longitude. The model has 12 levels at depths listed in Table 1. The various model coefficients are listed in Table 2.

Initially, the model is spun up to a steady state by restoring the model surface-temperature and salinity profiles to those used by Cai (1996b) (his Fig. 1), which approximate the zonal-mean observational annual-mean values. No seasonal forcing is included. The restoring time is 60 days for salinity and 30 days for temperature. We choose a longer timescale for salinity to produce a fresh-water flux with more realistic magnitudes (Tziperman et al. 1994; Cai 1996a). The zonal wind stress used by Bryan (1987) is applied. Only during the first 11,000 years (88,000 years at bottom level) of the spin-up is the technique of Bryan (1984) used. By then, the spin-up reaches a statistically steady state. Then the integration is extended for another 1000 years without the acceleration for a final steady state. From the steady state, a fresh-water flux \( F S_{\text{spin}} \) and a heat flux \( F H_{\text{spin}} \) are diagnosed. Thereafter, the forcing condition for salinity is switched from the restoration to the diagnosed flux-condition, and the thermal-forcing condition is switched to the new form we shall describe below. Given a restoring temperature \( T_0 \) and a spin-up steady-state sea surface temperature (SST) field \( T_s \), the \( F H_{\text{spin}} \) satisfies

\[
F H_{\text{spin}} = K_{TH}(T_0 - T_s).
\]
Here, $K_H$ is the damping rate during the spin-up. The thermal forcing is then switched to

$$Q_{so} = (1 - \gamma) F H_{spin} + \gamma K_H (T_a - T_i), \quad (\gamma < 1)$$

(2)

to achieve a weaker damping. In (2), $\gamma K_H$ is the new damping rate, and $T_i$ is the time-dependent temperature of the uppermost level. At the moment of switching, only the damping rate changes; the heat flux remains exactly the same as before the switch. Subsequently, the heat flux is allowed to change. In this study, we use a value of $\gamma = 0.25$ so that $\gamma K_H$ gives an equivalent thermal-damping timescale of 120 days. With a thickness for the uppermost level of 25 m, this is equivalent to about 9.8 W m$^{-2}$K$^{-1}$. Such a timescale is close to that adopted by Marotzke (1994), on which his model produced a realistic basin-mean SST-contrast between the Atlantic and the Pacific. This can be justified as a basin-mean version of the simple atmospheric model of Rahmstorf and Willebrand (1995) with an intermediate thermal damping strength. In an extreme case (when $\gamma$ is chosen to be small so that $\gamma K_H$ is equivalent to 2–3 W m$^{-2}$K$^{-1}$, i.e., a radiative damping strength), the thermal boundary condition expressed by (2) is equivalent to a simple coupling between a Schopf's (1983) thermal atmospheric model and a mixed-layer ocean (see Cai and Chu (1996) for details).

The model under the thermal forcing of (2) and under the diagnosed $FS_{spin}$ is run to a new steady state, hereafter referred to as the steady state of the control run. There is no oscillation in this steady state. The overturning circulation is shown in Fig. 1. It is qualitatively similar to that in the real world Atlantic. It features a northern sinking cell similar to (and hereafter referred to as) the NADWF cell, and an Antarctic Circumpolar Convective cell.

Subsequently, we perturb the steady state of the control run by adding a time-dependent change to the $T_a$ in the northern hemisphere, so that the new restoring temperature $T_A$

$$T_A = T_a + \alpha(t) \Delta T(\phi).$$

Here $\alpha(t)$ is a function of model time $t$; $\Delta T(\phi)$ is a linear function of latitude $\phi$, and has the value zero at the equator and a maximum of 2.5°C at northernmost grid points. It is noted that in CO$_2$ experiments using coupled atmosphere–ocean models, the presence of sea ice causes SSTs not to increase much in polar latitudes. Indeed, in the southern polar region, SSTs even decrease with increasing latitude (Manabe et al. 1991; Gordon and O’Farrell 1997; Cai and Gordon 1998). In the northern hemisphere, SSTs increase with latitude from the equator to about 65°N, where there is a maximum, then decrease towards the poles. Because there is no sea-ice dynamics in the present model, the decrease
from the maximum to the poles is not considered here. The evolution of $\alpha(t)$ is shown in Fig. 2. In Stage 1, in a time-span of 2225 years, $\alpha(t)$ increases from zero to one, so that the equator-to-pole temperature-gradient is decreased linearly. In Stage 2, the model integration continues from the end state of Stage 1. Within an identical time-span $\alpha(t)$ decreases linearly from 1 to 0, restoring the equator-to-pole temperature-gradient to that existing before the Stage 1 integration. In Stage 3, $\alpha(t)$ is increased again as in Stage 1. As will become clear later, the chosen time-span is long enough to allow a quasi-equilibrium behaviour.

3. MODEL RESULTS

Figure 3(a,b,c) shows the maximum overturning of the northern sinking cell as a function of time at Stages 1, 2, and 3. Figure 3(d) shows the evolution as a function of $\alpha(t)$. During Stage 1, as the equator-to-pole contrast of the restoring temperature decreases, the overturning declines. From year 680 to year 750 (Fig. 3(a)), when $\alpha(t)$ increases by about 0.31 to 0.35 (corresponding to a decrease in the equator-to-pole $T_A$-contrast from about 0.75 degC to about 0.8 degC), the maximum overturning undergoes a sudden increase of about 3 Sv. In order to check whether or not the sudden jump occurs because the initial state is not completely steady, the control run is continued for another 11 000 years. No appreciable change is seen, confirming that the rapid change is a response to the change in the equator-to-pole restoring temperature-gradient. Examination reveals that such a rapid increase is associated with changes in convection penetration depths and locations (the pattern of convection). Before the jump, the depth of maximum overturning deepens and moves to a higher latitude, and convective activities become increasingly concentrated on the north-eastern corner. As the equator-to-pole $T_A$-contrast decreases further, the strength of convection weakens. During Stage 2, the equator-to-pole $T_A$-gradient is gradually returned to that which existed before to Stage 1. The maximum overturning increases. The two curves of the evolution of the maximum overturning for Stage 1 and Stage 2 do not coincide. Further, during Stage 2, oscillations take place on a timescale of 23 years. We have carried out two experiments with fixed $\alpha(t)$ halfway through Stages 1 and 2. Each experiment is run to a new steady state. The solution of the new steady state differs only slightly from the corresponding quasi-equilibrium state, indicating that the time-span is
long enough to allow a quasi-equilibrium response. Thus, for a given $\alpha(t)$, there are several quasi-equilibrium states. In Stage 3, the equator-to-pole $T_A$-gradient is decreased again, but the evolution of the model NADWF takes a different path from those of Stages 1 and 2. When the equator-to-pole $T_A$-contrast is varied backwards and forwards, the evolution of the model maximum NADWF does not coincide with the path of the previous Stages of integration.

These different states of quasi-equilibrium are associated with the nonlinearity of the system. Although changes in $T_A$ are antisymmetric with respect to time, the vertical distribution of temperature (and salinity) is not, neither is the static stability of water columns. During Stage 1, as the equator-to-pole $T_A$-contrast reduces, the static stability progressively increases except in the north-eastern corner where, from year 680 to year 750, convective activities increase. By halfway through Stage 1, the convective mixed-layer thickness is reduced. During Stage 2, the equator-to-pole $T_A$-contrast increases, convective activities intensify, and the convective mixed layer deepens. Figure 4(a,b) shows the convection patterns at years 1112.5 (State I) and 3337.5 (State II). Both are at a time when the value of $\alpha(t)$ is 0.5, and the model is under identical forcing conditions. We see that, in State II, the convection in the north-eastern corner, and at the northernmost grid-
points, is stronger than that in State I. Associated with this difference is a stronger poleward heat-transport in State II, a state with a weaker stratification of water column, and raised SSTs. These differences in vertical structure ensure that the response of the thermohaline circulation to a subsequent change in the thermal forcing is considerably different. Manabe et al. (1991) found that the responses of a coupled system to two transient antisymmetric CO₂ forcings are generally opposite in sign but not antisymmetric. They showed that the penetration depths of the positive and negative anomalies were quite different, with the anomalies in the increasing CO₂ case being much shallower. In their study, Manabe et al. (1991) found further support for these features in experiments using an identical atmospheric model coupled to a mixed-layer ocean. Their results are thus in line with those of the present study. In other ocean model studies (e.g., Stocker and Wright 1991; Rahmstorf 1995a,b), when the fresh-water flux at North Atlantic high latitudes is gradually increased and then gradually decreased to the original magnitude, many solutions were generated for an identical set of surface forcings. Here, it is interesting that a small change in the thermal forcing condition can also generate convective instability. The result highlights the point that, once the pattern of convection is shifted, it is not easily restored (Rahmstorf 1995a), no matter whether it is thermal or haline forcing which drives the shift.

Figure 3(b) covers a period in which oscillations develop. We see that they quickly become regular. An important question regarding the interdecadal variability is whether it is an internal process or one which is excited externally. Internal variability in ocean-only models under a constant flux-forcing (e.g., Huang and Chou 1994; Cai et al. 1995) suggested the former was the case. However, Griffies and Tziperman (1995) suggested that oceanic variability could be driven by changes in atmospheric forcing. The results from the present study appear to reconcile the two possibilities. We see that changes in the atmospheric thermal condition can push the system to an oscillatory regime. This is clear from the extended control run (integrated for a further 11 000 years), in which no oscillation was generated. On the other hand, once it is in an oscillatory regime, within a certain range of atmospheric forcing conditions, the oscillation is hardly affected by the
forcing, and the oscillation proceeds as an internal process. Rahmstorf (1995a) found a similar reconciliation. In his study, changes in fresh-water flux-forcing put their system into an oscillatory regime. This similarity is not surprising because it is the change in buoyancy flux that is important.

A detailed examination reveals that the oscillation found during the present study is associated with boundary waves that propagate along the model basin (Winton 1996; Greatbatch and Peterson 1996; Cai and Chu 1998). During Stage 2, as the equator-to-pole $T_A$-contrast intensifies, the stratification of water columns gradually decreases, the maximum overturning gradually increases and moves polewards, and convective activities concentrate in the north-eastern corner. This causes the northern boundary to be occupied by warm anomalies. As the positive SST anomalies develop in the east, the east–west pressure-gradient increases, further enhancing the northward flow. The anomalous flow then causes the warm anomaly to propagate westwards. The weak or non-existent stratification along the northern boundary impedes the movement along the leading edge, leading to the interdecadal timescale. The large heat-increase in the north-western corner then causes a decrease in the east–west pressure-gradient. As a result, the overturning decreases to a minimum, and cold anomalies develop at the north-eastern corner and propagate westwards, in association with the opposite phase of the oscillation. The wave in the present study is a westward-propagating Rossby wave rather than the Kelvin wave suggested by Winton (1996) and Greatbatch and Peterson (1996). Cai and Chu (1998) discussed the detailed mechanism. In particular, they showed that, once $\beta$-effects are removed, no oscillations are generated. It is not clear how the oscillation is affected when model topography is included, which has been found to dampen oscillations in idealized ocean models (Winton 1997).

Figure 5(a,b) shows the surface density-anomaly associated with surface-temperature and surface-salinity anomalies respectively. These anomalies are averages over 10 oscillatory cycles. Those associated with temperature anomalies are the stronger, which suggests that the oscillation is thermally driven, even though it is the change of the surface buoyancy-flux that is important. When these experiments are repeated using identical conditions, except for using a restoring timescale which is the same as in the spin-up (that is,
\( \gamma = 1 \) in (1), the behaviour of the thermohaline circulation is reproduced but no oscillation is generated. In experiments using \( \gamma \) smaller than 0.25, similar oscillations are generated. During Stage 3, the maximum overturning decreases (Fig. 3(c)) and moves equatorwards. The oscillations continue for another 300 years, showing the strong inertia of the system. Thereafter, the amplitude of oscillation decreases rapidly, for the following reasons. Firstly, because of the southward shift of the maximum overturning, less and less heat is pumped into the north-eastern corner. Secondly, because of the weakened convective activities, the stratification of water columns along the northern boundary increases greatly, and so increases the propagation speed of any remaining anomalies.

Although the difference between states within the thermally driven regime may be regarded as small, the consequences for climate can be significant. Figure 6(a) shows SST difference between States II and I, and Fig. 6(b) shows it between the warm and cold phases of a typical oscillation: the SST difference associated with the two quasi-equilibrium states reaches 1.5 degC, and the difference between the two phases reaches 2.5 degC. Changes also take place in the southern hemisphere. For example, the modelled Antarctic Circumpolar Current changes from 108 Sv in State I to 121 Sv in State II. This change occurs because of a change in the difference in bottom pressure between the two sides of the model’s Drake Passage as a result of a stronger NADWF in State II. Previous studies (e.g., Pierce et al. 1995; Cai and Baines 1996) have found that the pressure difference across the Drake Passage is strongly influenced by the northern overturning circulation via the model NADWF outflow.

4. DISCUSSION AND CONCLUSIONS

An important question is whether the climate would fully return to that of the present day if the atmospheric CO\(_2\) level, after doubling, were to return to its present-day level. Although an ultimate answer must be obtained from a realistic coupled model, the present study provides some insights. In view of the mechanistic nature of our study, several caveats are in order.
Firstly, the present study does not address the effects of changes in fresh-water fluxes. Coupled models have shown that changes in meridional temperature gradients in response to increasing CO$_2$ are accompanied by changes in atmosphere–ocean fresh-water fluxes via an enhancement of the hydrological cycle with increased high-latitude fresh-water input from the atmosphere to the ocean. There are no obvious ways in which these processes may be included in our simple model. Previous studies (e.g., Stocker and Wright 1991; Rahmstorf 1995a) have demonstrated that, in response to gradual changes in high-latitude fresh-water fluxes, the thermohaline circulation behaves in a manner similar to that in our study. We note that as CO$_2$ increases, the associated changes in SST and in fresh-water fluxes both act to enhance the surface buoyancy-fluxes at high latitudes. Thus in terms of contributions to surface buoyancy, changes in SST and fresh-water flux as CO$_2$ increases do not offset each other. Consequently, the qualitative features of the responses discussed in section 3 may still appear even if the enhancement of hydrological cycle is included.

Secondly, the seasonal cycle, the bathymetry and bottom topography are not included. Their effects are not clear. In the model of Rahmstorf (1995a), which has a realistic bottom topography, similar features of response appear, indicating that the inclusion of a bottom topography may not significantly alter them.

Finally, in fully coupled models, the thermohaline circulation appears to be very stable, and recovers after an external forcing is removed (Manabe and Stouffer 1993, 1994). The present study indicates that, within the thermally dominant regime, the convection patterns and distribution of SSTs may be different, although the difference in the maximum overturning may be small. It is not clear in these coupled models how the convection patterns and SSTs of the recovered state differ from those in the state before the forcing.

To conclude, we have shown that there is a lag between a change in thermal forcing and the response of the thermohaline circulation, and that, under identical forcing conditions, many states of quasi-equilibrium may be generated within the thermally driven regime. We have also demonstrated that changes in atmospheric thermal conditions can push the system into an oscillatory regime. These behaviour patterns suggest that climate change in the coupled system may not be fully reversible. In particular, the oceanic climate may not regain its former state; the maximum oceanic overturning circulation associated with different states of quasi-equilibrium may be similar, but the strength and location of oceanic convection may differ significantly. So may SSTs.
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