Boundary-layer convection and diurnal variation of vertical-velocity characteristics in the free troposphere
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SUMMARY

During the field experiment SOMARE-99 (Sounding System Multifrequency Atmospheric Radar Experiment 1999), the troposphere above the Harz Mountains in Northern Germany was observed with the SOUSY VHF radar, with four microbarographs, and with 26 radiosondes launched every 3 h from nearby the radar site. This paper examines the 72 h period between 0000 UTC 25 May and 0000 UTC 28 May. Time series, root-mean-square values, and power spectra of radar-observed vertical-wind, \( w \), fluctuations in the free troposphere and of pressure, \( p \), fluctuations at the surface are presented and discussed. A pronounced diurnal cycle was observed: standard deviations (from 1 h periods) were about 10 cm s\(^{-1}\) (\( w \)) and 2 Pa (\( p \)) at night and up to 60 cm s\(^{-1}\) and 6 Pa during daytime. This is seen as evidence for the relevance of boundary-layer convection for short-period gravity waves in the free troposphere. Frequency spectra of \( w \) show a power-law drop-off beyond the Brunt–Väisälä frequency with logarithmic slopes close to \(-5/3\) at moderate and strong wind speeds and down to \(-3\) or \(-4\) at weak winds (smaller than 5 m s\(^{-1}\)), supporting earlier work on the effects of Doppler shift on Eulerian gravity-wave spectra. The \( w \) spectra, which have been calculated from 8 h long \( w \) time series (sampling period 1 min), have a noise floor of \(10^{-13}\) m\(^2\) s\(^{-2}\) Hz\(^{-1}\) or less. This corresponds to an uncorrelated noise with a standard deviation of 3 mm s\(^{-1}\) for the 1 min samples. The concept of gravity-wave intermittency is introduced, in analogy to a well-established concept in turbulence physics. It is demonstrated how this concept can be used to distinguish turbulence from gravity waves empirically.
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1. INTRODUCTION

Turbulence and gravity waves are two important types of atmospheric motion at microscales and mesoscales. The classical picture of turbulence is that of three-dimensional, statistically isotropic, random motion (e.g. Kolmogorov 1941; Batchelor 1953; Lumley and Panofsky 1964). The classical picture of gravity-wave motion, however, is that of primarily vertical, oscillatory motion (Brunt 1927). While buoyancy forces suppress turbulence in the stably stratified atmosphere, buoyancy forces are essential for the occurrence of gravity waves. The physical nature of turbulence is diffusive, while the nature of gravity-wave motion is propagative.

A convenient property of turbulent motion is its universality (Kolmogorov 1941; Batchelor 1953). The universality of turbulence characteristics has been theoretically predicted and experimentally verified in the atmospheric surface layer (e.g. Monin and Obukhov 1953, 1954; Kaimal et al. 1972) and in the convective boundary layer (e.g. Obukhov 1960; Kaimal et al. 1976). Often, gravity waves are not monochromatic, which suggests a statistical approach. A theoretical framework for universal gravity-wave spectra in the ocean was put forward by Garrett and Munk (1972, 1975). VanZandt (1982) suggested application of the Garrett–Munk model for atmospheric gravity waves.

If the mean velocity is sufficiently large compared with the magnitude of the turbulent velocity fluctuations, frequency spectra of fully developed turbulence advected
with a mean velocity $V$ past a sensor show a $f^{-5/3}$ frequency spectrum that can be mapped unambiguously via Taylor’s (1938) frozen turbulence hypothesis into a one-dimensional (streamwise) $k^{-5/3}$ wave-number spectrum. Because this mapping is unambiguous and since turbulence spectra are universal in wave-number space, the measured frequency spectra of turbulence enable turbulence structure parameters to be retrieved unambiguously.

The mapping of an intrinsic, Lagrangian gravity-wave spectrum into an apparent, Eulerian frequency spectrum that is measured by a ground-based observer has been analytically investigated by Sheffer and Liu (1985, 1986). This mapping has been called Doppler shift. Further analytical and numerical examination of Doppler-shifted gravity-wave spectra has been done by Fritts and VanZandt (1987) and VanZandt et al. (1991). Universality can be expected only for the intrinsic gravity-wave spectrum. Because the inverse mapping of an observed gravity-wave frequency spectrum into an intrinsic gravity-wave spectrum is usually not possible owing to ambiguities, and because the algebraic form of the intrinsic gravity-wave spectrum cannot be derived from first principles (VanZandt et al. 1991), the interpretation of Eulerian gravity-wave spectra is much more complicated than the interpretation of Eulerian turbulence spectra.

Gravity waves often carry large vertical fluxes of horizontal momentum, thereby connecting with each other the tendencies of the horizontal wind vector at different altitudes. Through coupling the momentum budgets of the troposphere, the stratosphere, and even the mesosphere, gravity waves are key to the understanding of the momentum budget of the atmosphere (e.g. Hines 1960; Gossard 1962; Hines and Reddy 1967; Lindzen 1981; Nastrom et al. 1985). Various phenomena can lead to the generation of gravity waves in the troposphere (Gossard and Hooke, 1975 pp. 359 ff.; Einaudi et al. 1979): flow over mountains (e.g. Scorer 1949; Balsley and Carter 1989; Lilly 1971; Hines 1989; Ralph et al. 1992; Worthington 1996, 1998; Zhou et al. 1996; Ralph et al. 1997; Worthington et al. 2001); upper-tropospheric jet streams (e.g. Herron and Tolstoy 1969; Neisser 1985); and boundary-layer convection (Townsend 1966; Nastrom and Gage 1984; Clark et al. 1986; Kuettner et al. 1987; Hauf and Clark 1989; Hauf 1993).

This case-study relies on observations obtained during Sounding System Multifrequency Atmospheric Radar Experiment 1999 (SOMARE-99) in the Harz mountains in Northern Germany. The main purpose of SOMARE-99 was to demonstrate the feasibility of the range imaging (RIM) technique (Palmer et al. 1999) for the observation of thin scattering layers in the troposphere. During SOMARE-99, RIM was implemented for the first time on an atmospheric radar. An overview of the experiment, including the first comparison of radiosonde observations and RIM observations of scattering layers, is given by Chilson et al. (2001). Palmer et al. (2001) describes the RIM data processing and presents details of the tropospheric fine structure observed with RIM.

Here we investigate the behaviour of short-term (from one minute to several hours) variations of vertical velocity $w$ and surface pressure $p$ during the 72 h period between 0000 UTC 25 May and 0000 UTC 28 May. A pronounced diurnal cycle in 1 h standard deviations and in the frequency spectra of $w$ (at altitudes from 2.7–8.7 km MSL*) and of $p$ is seen as evidence for the relevance of boundary-layer convection for free-tropospheric gravity-wave activity.

The variability of statistical gravity-wave parameters at relatively short time-scales is conceptually similar to the variability of the energy dissipation rate in turbulence physics, which is known as intermittency (e.g. Mahrt 1989). In analogy to turbulence intermittency, we introduce the concept of gravity-wave intermittency. It is demonstrated

* Above mean sea level.
how this concept can be used to empirically distinguish between turbulence and gravity waves.

2. INSTRUMENTATION AND DATA PROCESSING

(a) Instrumentation

The week-long field experiment SOMARE-99 was performed in May 1999 in the environment of the SOUSY VHF Radar, which is situated near Bad Lauterberg in the Harz Mountains in Northern Germany. Instrumentation consisted of the SOUSY (Sounding System) VHF radar, four microbarographs, and 26 radiosondes. The overall experimental set-up is described by Chilson et al. (2001).

During SOMARE-99, RIM technique (Palmer et al. 1999, 2001) was implemented for the first time on an atmospheric radar. The purpose and advantage of RIM over the standard Doppler technique is to overcome, at least partially, the range resolution limitations that are common in radar wind profiling by post-synthesizing the range-weighting function on the basis of frequency diversity. Another technique that makes use of frequency diversity is frequency-domain interferometry (FDI); see Kudeki and Stitt (1987). After implementation of FDI capability on the SOUSY VHF radar (Chilson and Schmidt 1996), this radar was used for the first FDI observations of upper-level Kelvin–Helmholtz billows (Chilson et al. 1997) and for the first FDI observations of synoptic-scale subsidence in the troposphere (Muschinski et al. 1999a). The main purpose of SOMARE-99 was to demonstrate the advantages of RIM over FDI.

During SOMARE-99, the SOUSY VHF radar was operated at four carrier frequencies: 53.250, 53.333, 53.583 and 53.750 MHz. The radar was operated in a vertically oriented RIM mode most of the time. For each dwell time (56 s), 512 complex signal samples were obtained by cycling through the four carrier frequencies, which resulted in one 128-point signal time series for each of the four frequencies. In another recent experiment, using the Middle and Upper Atmosphere (MU) Radar in Japan, Luce et al. (2001) also used four frequencies, but instead of cycling through the four frequencies during the same dwell time, they switched only between two frequencies during a single dwell time (30 s). In a sequence of three such dwell times, resulting in a total dwell time of 90 s, they cycled through three frequency pairs \( f_2, f_3 \), \( f_1, f_3 \), and \( f_1, f_4 \). The Luce et al. (2001) implementation was necessary due to limitations in the MU radar at that time and did not permit full utilization of RIM’s capabilities. In the Luce et al. (2001) implementation, it was not possible to simultaneously synthesize signal time series for 'sub-gates' within the conventional range gates, nor was it possible to generate simultaneous but statistically independent power spectra for each of the four frequencies and for each conventional range gate.

Every 16 min the radar performed a sequence of standard (single-frequency) soundings in five beam directions: vertical and 7° off vertical in the four cardinal directions.

The surface pressure \( p \) at the radar site was measured with a microbarograph. Of the four pressure time series, this is the only one that we examine in this paper.

(b) Data processing

In this study we took advantage of having four radar signals independent in frequency (and therefore four independent Doppler spectra) for each dwell time and each range gate in order to reduce the noise in the \( w \) time series. Palmer et al. (2001) and Chilson et al. (2001) demonstrate how these independent samples are used for increased range resolution. By using the median of the four independent Doppler shifts (obtained by Fourier processing using a Hanning window; see Palmer et al. 2001), outliers were
removed. Simultaneously the estimation error was reduced, because each of the four frequencies sees a different realization of phases within the same resolution volume, which leads to a different realization of the Doppler spectrum (see, e.g. Muschinski et al. 1999b).

Then the 56 s median $w$ values were linearly interpolated to a 1 min grid to synchronize the radar $w$ estimates with the surface-pressure data at the radar site, which were sampled at 60 s. The short data gaps during the off-vertical measurements were filled with values obtained by linear interpolation of $w$ before and after the gaps.

Spectra of $w$ and $p$ were computed with a fast Fourier transformation (after the respective linear trend in the $p$ time series had been removed) with no tapering in the time domain. That is, a simple box-car window was applied. Then the properly normalized raw power spectra were smoothed in the frequency domain by block averaging over logarithmically equidistant frequency bins (see, e.g. Kaimal 1986).

3. Observations

(a) Synoptic situation during SOMARE-99

The synoptic situation during the period 25–27 May was characterized by an upper-level Icelandic low and generally anticyclonic flow in Northern Germany. On 25 May around noon, an upper-level trough associated with the Icelandic low moved over Northern Germany to the east causing relatively high wind speeds of up to 30 m s$^{-1}$ in the upper troposphere above the radar site on that day. After the trough had moved
east, wind speed throughout the troposphere decreased to 10 m s\(^{-1}\) and less. About 1000 km north of the radar site (at the latitude of Scotland), however, the polar-front jet stream was present during the entire period, which may be relevant for the generation of the horizontally propagating gravity waves observed during SOMARE-99 (e.g. Herron and Tolstoy 1969).

Figure 1 shows four vertical profiles of the horizontal wind speed measured with radiosondes around noon on 25, 26, 27 and 28 May. During this period, the wind speeds in the troposphere decreased from about 25 m s\(^{-1}\) (25 May) to 10 m s\(^{-1}\) and less (27 and 28 May).

Figure 2 is a height–time cross-section of the relative humidity. Except for 27 May, a dry region in the lower troposphere separates the moist boundary layer from the middle and upper troposphere, where the relative humidity is also generally higher than in that dry region. The boundary-layer height reached about 3 km MSL on 25 May, i.e. during the passage of the upper-level trough. During the next three days the meteorological situation was characterized by high pressure and large-scale subsidence. The subsidence resulted in lower boundary-layer inversion heights and in a less humid boundary layer on 26 and 27 May. The upper boundary of the dry region descended from about 3.5 km MSL at 0000 UTC 26 May to about 2.5 km at 0000 UTC 28 May, corresponding to a vertical velocity of about 0.6 cm s\(^{-1}\), where this apparent vertical velocity may be due to both true vertical motion (subsidence) and horizontal advection of synoptic- or subsynoptic-scale, tilted air-mass boundaries. From observations and numerical
Vertical velocities observed with the SOUSY VHF radar during the period from 0000 UTC 25 May to 0000 UTC 28 May are shown in Fig. 3 as a staggered time series. Obviously, there is a diurnal cycle of the amplitudes of the $w$ fluctuations. The $w$ amplitudes are enhanced during the period from about 1000–1800 UTC on each of the three days. This diurnal cycle is most pronounced at altitudes below about 4 km but, as we show later, it is observed up to the highest observation level, which is at 8.7 km MSL.

In Fig. 4(a), the surface-pressure variations at the radar site are plotted together with the $w$ variations at 2.7 km MSL. Figure 4(b) shows the hourly standard deviations of $p$ ($\sigma_p$) and $w$ ($\sigma_w$). Before computing the $\sigma_p$ values, the linear trend in $p$ was removed for each 1 h interval.

The mean value of 979.7 hPa was subtracted from the pressure values. The pressure variations shown in Fig. 4(a) are typical for a valley site during a period that is characterized by solar heating during the day and radiative cooling at night. During the night, the bottom of the valley fills up with cold air. This is associated with an increase in the mass of the air column above the valley bottom and therefore with an increase in the surface pressure in the valley. After sunrise, the air in the valley is heated and
the isosurfaces of the air pressure close to the surface move downwards, which leads to a decrease of the surface pressure. That is, the surface pressure decreases during the day and increases during the night, which can be clearly seen in Fig. 4(a). Moreover, Fig. 4(a) shows that the $w$ fluctuations at 2.7 km MSL are enhanced during daytime, i.e. during the period of decreasing surface pressure at the radar site.

Figure 4(b) shows that both $\sigma_p$ at the surface and $\sigma_w$ at 2.7 km MSL have maximum values during the day and minimum values at night. The maxima of $\sigma_p$ reach 6 Pa; the maxima of $\sigma_w$ are at 50 cm s$^{-1}$. During the night, $\sigma_p$ and $\sigma_w$ decrease to 1 Pa and 10 cm s$^{-1}$, respectively.

On 25 and 26 May, both $\sigma_p$ and $\sigma_w$ increase suddenly, i.e. within 1 h or less, at sunrise. Between afternoon and the next day’s sunrise, both $\sigma_p$ and $\sigma_w$ decrease gradually. On 27 May, however, both $\sigma_p$ and $\sigma_w$ behave differently. First, the time series of $\sigma_p$ and $\sigma_w$ are nearly symmetric about local noon (1320 UTC); second, there is no obvious correlation between $\sigma_p$ and $\sigma_w$ on 27 May. We will return to the difference between 25/26 May and 27 May when we discuss the frequency spectra of $w$ for various 8 h long periods within the 72 h long period.

Figure 5 shows a frequency spectrum of surface-pressure fluctuations, $S_{pp}(f)$, and four frequency spectra of $w$ fluctuations, $S_{ww}(f)$. All spectra have been computed on the basis of 1 min time series obtained during the 72 h long observation period between 0000 UTC 25 May and 0000 UTC 28 May. The four $w$ spectra correspond to $w$ data obtained at the four lowest range gates (2.7, 3.0, 3.3 and 3.6 km MSL).
The four $S_{ww}(f)$ graphs show a behaviour similar to the spectra that Ecklund et al. (1985) found characteristic for 'quiet' periods: a nearly constant energy density up to the Brunt–Väisälä frequency $1/T_{BV}$ and a drop-off at larger frequencies. The $w$ spectra in Fig. 5 show a power-law behaviour beyond $2 \times 10^{-3}$ Hz. Their drop-off is slightly steeper than a $f^{-5/3}$ law. In contrast to the $w$ spectra, the $p$ spectrum shows the power-law behaviour down to frequencies much smaller than $1/T_{BV}$. The $w$ spectra at the three lowest range gates have a local maximum at $1.6 \times 10^{-3}$ Hz, corresponding to a period of 10.5 min, which is close to the $T_{BV}$ of the standard atmosphere. At the fourth range gate (3.6 km MSL), the maximum of $S_{ww}(f)$ appears at a slightly smaller frequency, indicating a slightly smaller static stability at that altitude than below.

At frequencies higher than $5 \times 10^{-4}$ Hz (periods shorter than about 30 min), the $S_{ww}(f)$ at range gates 2, 3 and 4 are very similar to each other but the level of $S_{ww}(f)$ at the lowest range gate is a factor of two larger.

(c) Spectra from six 8 h periods

Since the $w$ and $p$ fluctuations show a pronounced diurnal cycle during the 72 h period (Figs. 3 and 4), it is appropriate to divide the 72 h period into shorter periods and to investigate the spectral characteristics of the $p$ and $w$ fluctuations during these shorter periods. After inspecting the data, we selected six periods: three 8 h long early-morning
Figure 6. Frequency spectra of vertical velocity $w$ at the lowest four range gates (centred at 2.7, 3.0, 3.3 and at 3.6 km, respectively, with height relative to mean sea level), and of surface pressure $p$ at the radar site: (a) morning of 25 May 1999, and (b) afternoon of same day. The $-5/3$ power law (see text) is also shown.

Figure 7. As Fig. 6, but with data from 26 May.
periods (0000–0800 UTC on 25, 26 and 27 May) and three 8 h long afternoon periods (1000–1800 UTC on 25, 26 and 27 May). Figures 6, 7 and 8 show $S_{ww}(f)$ for the lowest four range gates and $S_{pp}(f)$ during the morning and afternoon of 25 May (Fig. 6), 26 May (Fig. 7) and 27 May (Fig. 8); i.e. Figs. 6, 7 and 8 cover the lower troposphere. Vertical-velocity spectra at higher altitudes are shown in Figs. 9, 10 and 11.

(d) Diurnal cycle

As expected from the diurnal variation of the 1 h root-mean-square (r.m.s.) values of $p$ at the surface and of $w$ at the lowest radar range gate (Fig. 4), the levels of the $w$ spectra also show a pronounced diurnal variation. In the lower troposphere (Figs. 6, 7 and 8) as well as in the middle and upper troposphere (Figs. 9, 10 and 11), the spectral levels of $S_{ww}(f)$ are one or two orders of magnitude larger for the daytime period (1000–1800 UTC) than for the night-time period (0000–0800 UTC). In all six figures a $-5/3$ power law is shown for orientation. The high-frequency parts of the 40 vertical-velocity spectra shown in Figs. 6–11 show a power law close to $-5/3$. Only the 27 May afternoon spectra (Figs. 8(b) and 11(b)) show a much steeper drop-off: the logarithmic slopes are between $-3$ and $-4$. It is interesting that the slopes of the $p$ spectra of 25 and 26 May (both night and day) are somewhat steeper than $-5/3$, while the slopes of the 27 May spectra (again both night and day) are very close to $-5/3$. That is, the steep drop-off on 27 May in the $w$ spectra is not seen in the $p$ spectra of that day.
Figure 9. Frequency spectra of vertical velocity $w$ at the five range gates 1, 6, 11, 16 and 21, which are centred at 2.7, 4.2, 5.7, 7.2 and 8.7 km, respectively, relative to mean sea level: (a) morning of 25 May 1999, and (b) afternoon of the same day. The $-5/3$ power law is also shown.

Figure 10. As Fig. 9, but with data from 26 May.
4. DISCUSSION

(a) Intrinsic (Lagrangian) and observed (Eulerian) gravity-wave spectra

Before we discuss the observed spectra, we provide the essentials of how an intrinsic (Lagrangian), spatio-temporal gravity-wave spectrum $L_{ww}(\omega_i, k)$ is mapped into a (Eulerian) frequency spectrum $S_{ww}(\omega)$. Consider the wave phase $\varphi$ at time $t$ and at a Lagrangian location $x_i$:

$$\varphi = \omega_i t - k \cdot x_i,$$

(1)

where $\omega_i$ is the intrinsic (Lagrangian) frequency of the gravity wave and $k$ is the horizontal wave vector. The Eulerian position $x$ is given by

$$x = x_i + V t,$$

(2)

where $V$ is the mean horizontal velocity vector, i.e. the velocity vector of the Lagrangian coordinate system relative to the Eulerian coordinate system. Then the phase at time $t$ and at the Eulerian position $x$ is given by

$$\varphi = \omega t - k \cdot x,$$

(3)

where the Eulerian frequency $\omega$ turns out to be

$$\omega = \omega_i + k \cdot V.$$

(4)

The mapping from the intrinsic (Lagrangian) spectrum to the observed (Eulerian) spectrum can be written as follows, where the Dirac delta function in the integrand
handles the frequency mapping:

\[ S_{ww}(\omega) = \int L_{ww}(\omega) \delta(\omega_i - \omega + k \cdot \mathbf{V}) \, d\omega_i \, d^2k. \]  

(5)

For a given \( k \) and a given \( \mathbf{V} \) there is a frequency shift (Doppler shift) by the amount

\[ \Delta \omega = \omega - \omega_i = k \cdot \mathbf{V}. \]  

(6)

The highest possible intrinsic frequency is the Brunt–Väisälä frequency, \( N = 2\pi/T_{BV} \). Therefore, any energy in the observed spectrum that appears at a frequency \( \omega \) larger than \( N \) must have been Doppler-shifted by at least the amount \( k \cdot \mathbf{V} = \omega - N \). For a given \( \mathbf{V} \), this determines the minimum wave number \( k_{\text{min}} \) and the maximum wavelength \( \lambda_{\text{max}} = 2\pi/k_{\text{min}} \) at which spectral energy is seen in the Eulerian frequency spectrum at \( \omega \):

\[ \lambda_{\text{max}} = 2\pi \frac{V}{\omega - N}. \]  

(7)

That is, in the limit of \( \omega \) much larger than \( N \), the maximum corresponding wavelength is obtained by a simple Taylor transformation. For the SOMARE-99 observations, the Nyquist frequency was \( \omega_{Ny} = 2\pi f_{Ny} = 2\pi/120 \text{ s}^{-1} \), which was much larger than \( N \). For a wind speed of 10 m \( \text{s}^{-1} \), the maximum wavelength that appears at the SOMARE-99 Nyquist frequency is about 1.2 km.

Fritts and VanZandt (1987) begin their theoretical investigation of the mapping from Lagrangian to Eulerian gravity-wave spectra with the following simplified form of the Garrett and Munk (1975) model for the Lagrangian, horizontal-velocity spectrum:

\[ L_{uu}(\omega_i, k) \propto \frac{\omega_i^{-p}}{k_*(1 + k/k_*)^t}, \]  

(8)

where

\[ k_* = \frac{\omega_i m_*}{N} = \frac{\omega_i}{c_i} \]  

(9)

is a characteristic horizontal wave number (\( m_* \) is a characteristic vertical wave number, which Garrett and Munk (1975) and VanZandt (1982) assume to be independent of \( \omega_i \); \( N = 2\pi/T_{BV} \) is the Brunt–Väisälä frequency;

\[ c_i = \frac{N}{m_*} \]  

(10)

is the characteristic horizontal phase speed; \( k \) is the magnitude of the horizontal wave vector \( \mathbf{k} \); and \( p \) and \( t \) are spectral exponents that are assumed to be quasi-universal.

On the basis of the simplified Garrett and Munk (1975) model, Eq. (8), Fritts and VanZandt (1987) derived a Lagrangian spectrum of vertical-velocity fluctuations. They used the equation for the Doppler shift, Eq. (4), to eliminate \( k \), so that the Eulerian spectrum \( S_{ww}(\omega) \) could be written as an integral over a mixed Eulerian/Lagrangian frequency spectrum \( E_{ww}(\omega, \omega_i) \):

\[ S_{ww}(\omega) \propto \int E_{ww}(\omega, \omega_i) \, d\omega_i, \]  

(11)
where (see Eq. (18) in Fritts and VanZandt (1987))
\[
E_{ww}(\omega, \omega_i) \propto \frac{\omega_i^{t-1-p}}{\beta \omega_i \pm (\omega - \omega_i)/\cos \phi}.
\]  
(12)

Here \(\phi\) is the angle between \(V\) and \(k\). The parameter \(\beta\) is the horizontal wind speed \(V\) normalized by \(c_i\):
\[
\beta = \frac{V}{c_i}.
\]  
(13)

Even without further analytically examining \(S_{ww}(\omega)\) here, it is obvious that the shape of \(S_{ww}(\omega)\) must depend on the scaled horizontal wind speed \(\beta\). In their Fig. 4(b), Fritts and VanZandt (1987) show model results for \(S_{ww}(\omega)\) for various values of \(\beta\) from 0 to 10, assuming \(p = 2\) and \(t = 3\). Their Fig. 4(b) is in qualitative agreement with the SOMARE-99 spectra: for low wind speeds (\(\beta\) smaller than 1), \(S_{ww}(\omega)\) cuts off steeply at \(\omega = N\); for higher wind speeds (\(\beta\) larger than 1), however, the logarithmic slope of \(S_{ww}(\omega)\) no longer changes suddenly. VanZandt et al. (1991) came to similar results and found reasonable agreement between \(S_{ww}(\omega)\) measured with the Flatland VHF radar and spectra simulated on the basis of the Garrett and Munk (1975) model, without neglecting the factor \(\{1 \pm (f_c/\omega)^2\}\), where \(f_c\) is the Coriolis parameter.

(b) Interpretation of mean spectra

Fourier processing of a measured time series of fluctuations of a quantity \(q\) requires that the statistical characteristics of \(q\) are reasonably stationary during the observation period \(T\). Only then does it make sense to consider the variance spectrum, \(S_{qq}(\omega)\), as being representative for the period \(T\).

Now consider a sequence of \(n\) observation periods \(T_i\) \((i = 1, \ldots, n)\) and the corresponding sequence of \(n\) spectra \(S_{qq}^{(i)}(\omega)\). Then the mean (incoherently averaged) spectrum is
\[
\overline{S}_{qq}(\omega) = \frac{1}{n} \sum_{i=1}^{n} S_{qq}^{(i)}(\omega).
\]  
(14)

First we examine the mean of a sequence of turbulence spectra,
\[
S_{qq}^{(i)}(\omega) = a_i \omega^{-5/3},
\]  
(15)

where \(a_i\) is a sequence of spectral levels or turbulence structure parameters. Then the mean spectrum is
\[
\overline{S}_{qq}(\omega) = \overline{a} \omega^{-5/3},
\]  
(16)

where
\[
\overline{a} = \frac{1}{n} \sum_{i=1}^{n} a_i.
\]  
(17)

That is, the structure parameter \(\overline{a}\) of the mean spectrum is equal to the mean of the individual structure parameters \(a_i\).

Now consider a sequence of Eulerian gravity-wave spectra,
\[
S_{qq}^{(i)}(\omega) = a_i \omega^{-b_i}.
\]  
(18)
In contrast to turbulence spectra, Eulerian gravity-wave spectra may have different logarithmic slopes $b_i$. (For the sake of simplicity, we assume here that the spectral slope is not a function of $\omega$.) Clearly, a power-law behaviour for $S_{qq}(\omega)$ in the general case cannot be expected a priori, and it is very difficult to interpret a gravity-wave spectrum obtained either by Fourier-processing a (statistically) non-stationary time series or by incoherently averaging over a sequence of spectra with different spectral slopes.

Consider the following instructive example: let $a_i = a$ be constant and the spectral slopes $b_i$ be uniformly distributed between a certain $b_1$, which describes the flattest drop-off, to a $b_2$ much larger than 1, corresponding to a slope associated with a sharp cut-off in the respective $S_{qq}^{(i)}(\omega)$. Then the mean spectrum is

$$S_{qq}(\omega) = \frac{1}{b_2 - b_1} \int_{b_1}^{b_2} a x^{-b} db = \frac{a}{b_2 - b_1} \frac{(x^{-b_1} - x^{-b_2})}{\ln x}. \quad (19)$$

(Here we have used the normalized frequency $x = \omega / N$.) That is, the mean spectrum of an ensemble of spectra with (negative) slopes $b$ uniformly distributed within an interval $(b_1, b_2)$ behaves for $x \gg 1$ like $x^{-b_1}$, where $b_1$ is the flattest (least negative) slope. Since the flattest slopes in the high-frequency part of observed $S_{ww}(f)$ are often close to $-5/3$ (see Figs. 6, 7, 8(a), 9, 10 and 11(a); see also VanZandt et al. 1991), it is not surprising that the mean $w$ spectra often vary like $f^{-5/3}$ at high frequencies (e.g. Balsley and Carter 1982). The spectrum $S_{ww}(f)$, calculated for the entire 72 h period (Fig. 5), shows a high-frequency drop-off slightly steeper than $f^{-5/3}$, presumably because in this specific 72 h period there was a significant portion of ‘quiet’ periods with slopes steeper than $-5/3$.

We have seen that the logarithmic slope and the spectral level of Eulerian gravity-wave spectra can change dramatically within several hours. We suggest using the term gravity-wave intermittency for this non-stationary characteristic of gravity waves, analogous to the notion of turbulence intermittency (e.g. Kolmogorov 1962; Kuznetsov et al. 1992; Mahrt 1989). However, in contrast to turbulence intermittency, which is a small effect for many practical applications, gravity-wave intermittency appears to be a first-order effect for observation and simulation of atmospheric gravity waves.

(c) Diurnal variation of gravity-wave activity

During the 72 h period that we analysed here, there was a pronounced diurnal cycle in all $w$ spectra at all radar-observed altitudes between 2.7 and 8.7 km MSL. This diurnal cycle indicates that boundary-layer processes had a dominating effect on short-term vertical-velocity fluctuations (between 1 min and 1 h) throughout the troposphere. A diurnal cycle is also seen in the 1 h r.m.s. $p$ values and in the $p$ spectra (although not as pronounced as in the $w$ spectra).

Bull (1985) presented an extensive climatology of gravity waves observed with a triangle of microbarographs on the island of Rügen in Northern Germany in the Baltic Sea. It is interesting that he observed a significant but very small diurnal cycle: the long-term averaged, 2 h r.m.s. value of $p$ had an afternoon minimum and a morning maximum, but the difference between minimum and maximum amounted to only 15%. For the three days examined in the present study, however, we found an afternoon maximum and a night-time minimum of 1 h $\sigma_p$, the maximum exceeding the minimum by a factor of three or more. (The minimum values of $\sigma_p$ shown in Fig. 4 are probably dominated by instrumental noise and therefore probably overestimate the real $\sigma_p$ at those times.) Bull (1985) observed a mean 2 h $\sigma_p$ of 3.3 Pa, which is comparable to the mean 1 h $\sigma_p$ that we observed during SOMARE-99. A possible explanation for the strong diurnal cycle of the gravity-wave activity in the Harz Mountains and almost none
at Rügen is that Rügen is on the coast and the Harz Mountains are not. The air masses advected to Rügen are typically marine air masses with only little diurnal variability, whereas the air masses advected over the Harz Mountains are overland air masses strongly influenced by daytime heating and night-time cooling, particularly during anticyclonic periods like the SOMARE-99 period. In summary, the absence of a diurnal cycle of gravity-wave activity at Rügen is an additional indication for the relevance of boundary-layer processes for gravity waves in the troposphere over inland areas.

(d) Gravity-wave generation mechanisms

The strong diurnal cycle of the gravity-wave activity during SOMARE-99 indicates that boundary-layer convection was the dominating effect in generating the observed tropospheric gravity waves. In spite of the passage of the upper-level trough on 25 May around noon, it is interesting that the spectral levels of the 25 May w spectra in the middle and upper troposphere (Fig. 9(b)) are only a factor of two larger than the corresponding 26 May w spectra (Fig. 10(b)). The spectral levels of corresponding night-time spectra (Figs. 9(a) and 10(a)), however, are about an order of magnitude smaller than the daytime spectra and practically indistinguishable from each other. This may be seen as another indication for the dominating effect of boundary-layer convection.

Boundary-layer convection can lead to upward-propagating gravity waves through two mechanisms: first, when there is no geostrophic wind, convective elements (thermals, plumes) rise within the boundary layer, eventually hitting the capping inversion, and the perturbations of the capping inversion propagate upwards as gravity waves through the stably stratified, free troposphere (Deardorff et al. 1969). Second, when there is a moderate or strong geostrophic wind, the horizontal variability of the inversion height acts like a topography on the free troposphere aloft, leading to gravity waves similar to mountain waves (e.g. Hauf 1993, p. 3282). Clark et al. (1986) discuss the relative importance of these two mechanisms, i.e. ‘thermal forcing’ versus ‘shear forcing’. Currently, we are not able to decide whether the different behaviours of the 27 May daytime spectra, as opposed to the 25 and 26 May daytime spectra, can be attributed to the different effects of convection under weak- and strong-wind conditions, respectively, or whether the difference in the spectra is a consequence of different values of the scaled horizontal wind β, as indicated in section 4(a).

Herron and Tolstoy (1969) provided observational evidence of a high correlation between the velocity vector of jet-stream winds and the velocity vector of surface-pressure disturbances observed with an array of microbarographes. This high correlation was confirmed by Neisser (1985) on the basis of observations using the Rügen microbarograph array. If the strong winds during the trough passage on 25 May had had a dominating effect on the upper-level gravity-wave activity, then we would expect that the difference between the spectra of 25 and 26 May would be greater than the night-time/daytime difference in the spectra of 25 and 26 May, respectively. However, because the trough passage on 25 May was nearly coincident with the maximum of convective activity (by coincidence), it is possible that the gravity-wave-generating effect of upper-level shear on 25 May was the same order of magnitude as the boundary-layer convection. Cross-spectral analysis of the data from all four microbarographs deployed during SOMARE-99 might clarify this issue.

(e) How to distinguish between gravity waves and turbulence

Whether the mesoscale variability in the atmosphere should be interpreted as gravity-wave activity or as turbulence has been discussed for several decades. For
obvious reasons, three-dimensional, Kolmogorov-type turbulence can be excluded for variability at length-scales larger than 1 km or so. (The only exception may be thunderstorms where isotropic turbulence at scales somewhat larger than 1 km is conceivable.) Nevertheless, two-dimensional turbulence (Kraichnan 1967) is a serious candidate for an alternative explanation.

In an important paper, Gage (1979) provided observational evidence for a \( f^{-5/3} \) power law in horizontal-wind-velocity variations observed with clear-air radar. On the basis of Taylor’s hypothesis (which is questionable for gravity waves; see section 4(a)), he inferred a \( k^{-5/3} \) horizontal-wave-number spectrum for the mesoscale regime, and he interpreted it as evidence for two-dimensional turbulence. Later, aircraft measurements provided a \( k^{-5/3} \) power law directly, without relying on Taylor’s hypothesis (Lilly and Petersen 1983; Nastrom and Gage 1983). Lilly (1983) discusses the relative importance of gravity-wave activity versus two-dimensional turbulence. He expects that the importance of both is comparable.

As we have pointed out in section 4(b), considering the mean spectra that result from averaging over large ensembles of individual spectra may not be the most appropriate approach. Possibly the key to distinguishing between gravity waves and two-dimensional turbulence lies in the short-term variability of the spectral characteristics. On the basis of the statistics of the parameters (spectral level, slope) of spectra computed from short (not more than several hours) time series, criteria for distinguishing the two might be developed, since it appears plausible that the intermittency statistics of gravity waves and the intermittency statistics of two-dimensional turbulence have little in common.

(f) A peak in \( S_{ww}(f) \) at the Brunt–Väisälä frequency, and noise floor of \( S_{ww}(f) \)

It has been demonstrated that under favourable conditions the Brunt–Väisälä period can be retrieved from the radar-observed frequency spectra of vertical velocity (Röttger 1986; Revathy et al. 1996). Often, the Brunt–Väisälä frequency \( f_{BV} = 1/T_{BV} \) is marked as a peak in \( S_{ww}(f) \) when the horizontal wind is weak. Here we use this relationship between vertical temperature gradient (observed with radiosondes) and the radar-observed \( f_{BV} \) only as a consistency test: in the high-frequency part of \( S_{ww}(f) \) observed at the lowest range gate during the afternoon period of 27 May (Fig. 8(b), circles), there is a pronounced peak at \( f = 2.7 \times 10^{-3} \) Hz that corresponds to \( T_{BV} = 6.2 \) min. Preliminary analysis of the vertical temperature gradients observed with radiosondes number 17, 18 and 19 (launched at 1200, 1500 and 1800 UTC, respectively) shows that \( T_{BV} \) was between 5 and 7 min at altitudes between the boundary-layer inversion and 5 km MSL.

Now, we estimate the \( w \) amplitude and the vertical-displacement amplitude of this Brunt–Väisälä oscillation. The spectral estimates shown in Fig. 8(b) are block averages over logarithmically equidistant frequency bins. The bin width is 1/14 decade, i.e. the relative bin width is \( 10^{1/14} - 1 = 0.18 \). The absolute bin width at \( f = 2.7 \times 10^{-3} \) Hz is then \( \Delta f = 5 \times 10^{-4} \) Hz. Figure 8(b) shows that \( S_{ww}(f) \) is 0.4 m²s⁻²Hz⁻¹ at the Brunt–Väisälä peak. Assuming that all the energy associated with the Brunt–Väisälä oscillation is concentrated in a single frequency bin of width \( \Delta f \), we obtain a vertical-velocity variance \( \overline{w^2} = 2 \times 10^{-4} \) m²s⁻². Assuming that \( w \) varies sinusoidally with time, the square of the vertical-velocity amplitude is \( w_0^2 = 2 \overline{w^2} \), and we obtain \( w_0 = 2 \) cm s⁻¹. Given \( w_0 \) and \( N \), we obtain the vertical-displacement amplitude

\[
 z_0 = \int_0^{\pi/2} w_0 \cos(Nt) \, dt = \frac{w_0}{N}.
\]
With $N = 2\pi/(6 \text{ min})$ and $w_0 = 2 \text{ cm s}^{-1}$, we obtain $z_0 = 1.1 \text{ m}$. Obviously both $w_0$ and $z_0$ are very small.

The low noise floor in the $w$ spectra is remarkable: up to the Nyquist frequency, none of the $w$ spectra (Figs. 5–11) shows a flattening due to uncorrelated noise. The noise floor is $10^{-3} \text{ m}^2\text{s}^{-1}\text{Hz}^{-1}$ or less. That is, the standard deviation of uncorrelated noise in the 1 min $w$ samples is $3 \text{ mm s}^{-1}$ or less.

We arrive at the same value for the noise floor as follows: the width of a velocity bin in the raw spectrum is $\Delta w = \lambda/(2T_d)$, where $T_d$ (1 min in our case) is the dwell time (see Gossard and Strauch 1983, Eqs. (11–10)). The noise floor $S_d$ for digitization noise over the band width $f_{Ny}$ is given by $S_d f_{Ny} = \Delta w^2/12$. The noise floor is further reduced by the factor $n_f n_p$, where $n_f$ is the number of carrier frequencies (which ideally provide independent $w$ samples), in our case four, and $n_p$ is the number of spectral points that contribute significantly to the ‘wind peak’ in the Doppler spectrum. That is, the theoretical value of the resulting noise floor is

$$S_n = \frac{1}{12n_f n_p} \left( \frac{\lambda}{2T_d} \right)^2 \frac{1}{f_{Ny}}.$$ (21)

For $\lambda = 6 \text{ m}$ and $n_p = 25$, we obtain $S_n = 10^{-3} \text{ m}^2\text{s}^{-1}\text{Hz}^{-1}$, which is the noise floor value that we estimated from the observed spectra.

5. Summary and Conclusions

Vertical-velocity fluctuations in the free troposphere and surface-pressure fluctuations were observed during the 72 h period between 0000 UTC 25 May and 0000 UTC 28 May by using the SOUSY VHF radar and a microbarograph, respectively. A pronounced diurnal cycle was observed in the 1 h standard deviations as well as in the frequency spectra of both $w$ (at altitudes from 2.7 and 8.7 km MSL) and $p$, indicating the relevance of boundary-layer convection for short-term $w$ fluctuations throughout the troposphere above the Harz mountains in Northern Germany.

Previous work on $w$ fluctuations observed with vertically oriented radar wind profilers and mesospheric–stratospheric–tropospheric (MST) radars has predominantly been focused on the effect of orography, probably for historical reasons: while mountain waves with $w$ amplitudes of up to several meters per second and time-scales of several hours are seen immediately in height–time sections of $w$ observed with vertically oriented wind profilers or MST radars, it is technically much more demanding to observe Eulerian, Doppler-shifted gravity-wave $w$ spectra under fair-weather conditions where $w$ amplitudes are typically much smaller (as small as 1 cm s$^{-1}$) and have much shorter time-scales (down to 1 min or even less), as we have demonstrated in this paper.

One purpose of this paper has been to shift the apparently selective attention of the wind-profiler and MST-radar community away from the orographic effects on gravity waves and towards the effects of boundary-layer convection. The relevance of boundary-layer convection on tropospheric gravity waves has been fairly convincingly demonstrated by the mesoscale meteorology community on the basis of simulations and aircraft measurements (e.g. Clark et al. 1986; Kuettnner et al. 1987; Hauf and Clark 1989; Hauf 1993). Further research, however, taking full advantage of the superior height/time coverage capabilities of radar wind profilers, could lead to a more quantitative determination of the relative importance of boundary-layer convection (as opposed to other phenomena, like jet-stream passages, frontal passages, or flow over mountainous terrain) for the generation of gravity waves, parametric in time of day, time of year, altitude, horizontal wind speed, geographic location (coastal versus inland), and so on.
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