A mass-flux convection scheme for regional and global models
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SUMMARY

A bulk mass-flux convection parametrization for deep and shallow convection is presented that includes an efficient and straightforward treatment of numerics, moist thermodynamics and convective downdraughts. The scheme is evaluated in a single-column model context for a tropical deep-convective period and a trade-wind cumulus case. Preliminary applications in a global numerical weather-prediction model and a mesoscale model are also discussed.

The results suggest that the present scheme provides reasonable solutions in terms of predicted rainfall, and tropical temperature and moisture structures. The application of the scheme to various scales is supported by the use of a convective available potential energy convective closure that assures a smooth interaction with the large-scale environment and efficiently suppresses conditional instability of the second kind-like spin-up processes on the grid-scale.

Finally, the theoretical and practical limits of the present approach are discussed together with possible future developments.
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1. INTRODUCTION

It has been well recognized since the 1960s (e.g. Charney and Eliassen 1964; Manabe and Strickler 1964; Kuo 1965; Ooyama 1971; Yanai et al. 1973) that cumulus convection is one of the major processes that affects the dynamics and energetics of atmospheric circulation systems. Since then many cumulus parametrization schemes have been developed for numerical weather-prediction (NWP) models and general-circulation models (GCMs), to account for the subgrid-scale release of latent heat and mass transport associated with convective clouds. A non-exhaustive list of these schemes includes e.g. Arakawa and Schubert (1974), Anthes (1977), Kuo and Raymond (1980), Fritsch and Chappell (1980), Bougeault (1985), Betts and Miller (1986), Tiedtke (1989), Gregory and Rowntree (1990), Kain and Fritsch (1990), Emanuel (1991), Donner (1993), Grell (1993), Wang and Randall (1996), Sun and Haines (1996), and Hu (1997). The common point of all cumulus parametrizations is that they aim to diagnose the presence of larger-scale conditions that would support the development of convective activity and, under appropriate conditions, to introduce tendencies for temperature and moisture (and possibly momentum) that would be consistent with the effects of convective activity. In particular, most parametrizations are designed to drive the model atmosphere towards a convectively adjusted state when they activate. This adjusted state is either predefined (‘adjustment schemes’), or is computed using a bulk or spectral cloud model and adjusting the atmosphere through mass exchange between the cloud and the environment (mass-flux schemes).

Two necessary characteristics of any convective parametrization are (i) a reasonable set of criteria to determine when convective adjustment should be initiated, and (ii) procedures for determining the characteristics of a final convectively adjusted state. These characteristics can be evaluated in single-column model (SCM) integrations where large-scale forcing tendencies can be specified to vary with time, and where the
response of the SCM (convection scheme) to the imposed forcing can be assessed. This strategy is currently pursued by the Global Water and Energy Cycle Experiment Cloud System Study (GCSS) working groups on convection (Moncrieff et al. 1997) that aim to evaluate and intercompare convection schemes in the context of SCM runs against experimental data and data from cloud-resolving models (CRMs). As reported in Bechtold et al. (2000), the first results of these intercomparisons have already helped to correct physical and numerical shortcomings in several schemes. However, the conclusions that can be drawn from evaluations within this well-controlled framework are also somewhat limited because (i) larger-scale tendencies are prescribed and not allowed to change in response to the parametrized convection, and (ii) long-range forced SCM runs generally differ from corresponding forced CRM runs as SCMs are not able to correctly represent mesoscale convective organization and the associated cloud–radiation interaction.

Additional evaluations of parametrizations need to be done in prognostic three-dimensional (3D) models. In this environment the scheme must actively complement the highly nonlinear interactions between resolved dynamics and other physical parametrizations (i.e. radiation, turbulent mixing, microphysics). In particular, in contrast to the SCM framework, where a parametrization responds to larger-scale forcing without being able to induce larger-scale dynamical tendencies, in a fully prognostic model it must also be able to drive actively an appropriate larger-scale response to convection. In fully prognostic dynamic models, the efficacy of a convection parametrization is often measured by factors such as: (i) does it activate at the right time and place? (ii) does it produce the right amount and area coverage of precipitation? and (iii) does it enhance the predictive skill of its host model?

Of course, there are many ways of evaluating these measures, and the third criterion above, in particular, depends on the needs of the user. For example, from the practical point of view of a weather forecaster, a convection scheme used in a mesoscale model for a 1–2 day forecast provides valuable information if it has skill in predicting the initiation and evolution of convective events, especially if they involve severe convection. In addition, convective parametrization plays a critically important role in the accurate quantitative prediction of rainfall, especially heavy rain episodes, which present a major challenge for forecasters (Fritsch et al. 1998). In contrast, for long-range GCM integrations, a convective parametrization may be judged to be successful if it enhances the ability of the model to accurately represent the mean climate and variability of the tropical atmosphere. Because of these seemingly disparate expectations, cumulus parametrizations have been developed typically with a particular application in mind and may contain inherent biases towards that application.

We believe that, beyond the detection of convective activity, a primary purpose of convective parametrization is to mitigate the effects of inappropriate scale selection in a modelling system’s representation of deep convection. It might be possible to develop numerically efficient parametrizations that are useful over a broad range of scales and type of applications, in particular if the parametrized convection nudges the model atmosphere towards a reasonable adjusted state and if it activates in a timely manner. In this context a convection parametrization has been developed on the basis of existing schemes, essentially the rather general framework proposed by Kain and Fritsch (1990, 1993).

The paper is organized as follows. We first present a detailed description of the scheme that is intended to be self-consistent and also accessible to non-specialists in convection parametrization. The reader not interested in this part might directly skip to the evaluation section, where the scheme is applied in an SCM context, and where it is compared to data from observations and CRMs. We conclude with a discussion of the
limits of the present approach, its application in mesoscale and global NWP models, and possible future developments.

2. MASS-FLUX EQUATIONS

Briefly, with the aid of the mass-flux approximation the effect of a convective cloud population on its environment can be written (see e.g. Arakawa and Schubert (1974), Gregory and Miller (1989), and Betts (1997) for various derivations)

\[
\left. \frac{\partial \Psi}{\partial t} \right|_{\text{conv}} = -\frac{1}{\bar{\rho}} \frac{\partial}{\partial z} \left( \tilde{\rho} u' \Psi' \right) \\
\approx -\frac{1}{\bar{\rho} A} \frac{\partial}{\partial z} \left\{ M^u (\Psi^u - \Psi) + M^d (\Psi^d - \Psi) + \tilde{M} (\Psi - \Psi) \right\} \\
\approx -\frac{1}{\bar{\rho} A} \frac{\partial}{\partial z} \left\{ M^u \Psi^u + M^d \Psi^d - (M^u + M^d) \Psi \right\},
\]

where \( \Psi \) is a conserved variable, \( \bar{\rho} \) is a reference density, \( M = \bar{\rho} w A \) is the mass flux (kg s\(^{-1}\)), \( w \) is the vertical velocity, \( z \) is height, and \( A \) denotes the horizontal domain (grid size). Overbars denote ensemble mean (horizontal grid mean) values, tildes denote environmental values, and updraught and downdraught values are denoted by superscripts \( u \) and \( d \), respectively. Furthermore, describing the mass exchange of the cloud ensemble with its environment by entrainment \( \epsilon \) and detrainment \( \delta \),

\[
\frac{\partial}{\partial z} (M^u \Psi^u) = \epsilon^u \Psi - \delta^u \Psi^u; \quad \frac{\partial}{\partial z} (M^d \Psi^d) = \epsilon^d \Psi - \delta^d \Psi^d,
\]

we obtain the final result

\[
\left. \frac{\partial \Psi}{\partial t} \right|_{\text{conv}} = \frac{1}{\bar{\rho} A} \left[ \frac{\partial}{\partial z} \left\{ (M^u + M^d) \Psi \right\} - (\epsilon^u + \epsilon^d) \Psi + \delta^u \Psi^u + \delta^d \Psi^d \right].
\]

It can be shown that this equation is also valid for non-conserved variables, i.e. temperature or water mixing ratios, as an additional heating/drying term in (1) cancels out with additional source terms in (3).

3. CLOUD MODEL

The ensemble average updraught and downdraught properties in (4) are determined with the aid of a one-dimensional cloud model that consists of a classical steady-state plume convective updraught/downdraught couple. The cloud model is derived from the Kain–Fritsch computer code but is now designed to represent shallow and deep convective clouds that are characterized by their respective cloud radii.

(a) Key cloud levels

First, it is useful to define the model cloud and a certain number of important levels in the cloud that will be needed in the following discussion. As illustrated in Fig. 1, the model cloud extends upwards from the lifting condensation level (LCL) of an air parcel with departure level DPL (DPL actually denotes a 60 hPa thick mixed layer) to the cloud-top level (CTL). The level of free convection (LFC) is the level where the updraught becomes positively buoyant with respect to the environment, and the equilibrium temperature level (ETL) is the level where the buoyancy of the
updraught drops to zero. The convective available potential energy (CAPE) is defined as the positive area (from the LFC to the ETL) between the in-cloud virtual-potential-temperature sounding and the environmental sounding. The downdraught originates within the cloud at the level of free sink (LFS), and extends down to the downdraught base level (DBL). All downdraught mass is detrained over a fixed layer extending from downdraught detrainment level (DDL) to DBL. Finally, note that the DPL and the DBL are not necessarily equal to the surface level, Fig. 1 serving only as an example.

The following discussion of the different parts of the convection scheme is straightforward in the way that it closely follows the sequential structure of the scheme.

\(b\) Trigger function

At present time, the physical processes initiating convection are not well understood. There is no general criterion that tells us when we should allow for convective overturning of the atmosphere; i.e. when we should allow a moist convective parcel to overcome the stable layer at cloud base and to have access to CAPE that is stored aloft due to large-scale forcing associated with e.g. mid-latitude frontal systems, upper-level jets or tropical waves. However, another important issue is the determination of the moist source layer for convection that will be lifted up and will finally determine the properties of the convective cloud (cloud-top level, precipitation, etc.). It turns out that over the tropical ocean this initial moist layer corresponds to the 500 m deep boundary layer (Raymond 1995) and the most difficult problem is to locate the convection. However, in mid-latitude convection, especially at night time, convection might root at upper atmospheric levels.
The numerical formalism is as follows. (Definitions of the various thermodynamic constants and functions are provided in the appendix.) Starting from the ground level, we first construct an at least 60 hPa deep mixed layer with mean potential temperature $\bar{\theta}_{\text{mix}}$ and vapour mixing ratio $\bar{r}_{v}^{\text{mix}}$. Then this mixed air parcel is lifted without entrainment to its LCL. We directly determine the temperature at the LCL using an algorithm proposed by Davies-Jones (1983), and compute the pressure at the LCL as $P(LCL) = P_{00}(T(LCL)/\bar{\theta}_{\text{mix}})^{C_{pd}/R_{d}}$, where $P_{00}$ is the reference pressure. The air parcel is unstable with respect to moist convection if at the LCL

$$\bar{\theta}_{v}^{\text{mix}} - \bar{\theta}_{v} + \Delta T / \Pi > 0,$$

(5)

with $\theta_{v}$ the virtual potential temperature, and with the Exner function defined as $\Pi = (P/P_{00})^{R_{d}/C_{pd}}$. For deep convection $\Delta T$ is intended to crudely trigger/suppress convection as a function of grid-scale motion, where it is defined by $\Delta T = \pm c_{w}|w_{h}|^{1/3}$, with $c_{w} = 6$ K m$^{-1/3}$ s$^{1/3}$, and where $w_{h} = \Lambda^{1/2}/\Delta x_{\text{ref}}$ is the normalized large-scale vertical velocity using a reference grid spacing $\Delta x_{\text{ref}} = 25$ km. The sign of $\Delta T$ is equal to the sign of $w_{h}$. Furthermore, we test if the air parcel is able to produce a sufficient cloud depth of 3 km for deep convection by lifting the mixed-layer parcel conserving the equivalent potential temperature $\theta_{e}(\bar{\theta}_{\text{mix}}, \bar{r}_{v}^{\text{mix}})$, and searching for the intersection with the environmental saturated curve $\theta_{es}(T)$ (see e.g. Raymond 1995). If the air parcel is stable with respect to moist convection, or if its probable cloud thickness is smaller than the specified value, the above procedure is repeated starting at the next higher 60 hPa mixed layer, and so on. For shallow convection we do not use (5) but only the cloud thickness criterion, where shallow clouds are allowed to vary between 500 and 3000 m in depth. The cloud depth is computed based on a small temperature perturbation of 0.2 K of the ascending boundary-layer parcel.

(c) Updraught

Updraughts are assumed to originate at the DPL, entrain environmental air in the mixed layer, and then undergo undilute ascent up to the LCL. Starting from the LCL the thermodynamic characteristics of the updraught are computed assuming conservation (except from precipitation processes) of enthalpy or ‘liquid-water static energy’ $h_{ll}$ (see also Emanuel 1994, (4.5.25)) and total-water mixing ratio $r_{w}$

$$h_{ll} = C_{pm}T - L_{v}r_{v} - L_{r}r_{i} + (1 + r_{w})gz,$$

(6)

$$r_{w} = r_{v} + r_{c} + r_{i},$$

(7)

where the specific heat of moist air is defined as $C_{pm} = C_{pd} + r_{w}C_{pv}$, $g$ denotes the gravity constant, and $r_{v}$, $r_{c}$ and $r_{i}$ denote the mixing ratios of water vapour and non-precipitating cloud water/ice, respectively. The choice of $h_{ll}$ is motivated by the fact that it is linear, conserved in the presence of glaciation processes and easily allows glaciation processes to be switched on/off in the model.

The updraught computations are initiated at the LCL using

$$h_{ll}^{u} = C_{pm}T(LCL) + (1 + r_{v}^{\text{mix}})gz(LCL),$$

$$r_{w}^{u} = r_{v}^{\text{mix}}.$$

The initial updraught mass flux is set to a unit value of $M^{u}(LCL) = \bar{\rho} w_{LCL} \pi R_{0}^{2}$, with a vertical velocity $w_{LCL}$ of 1 m s$^{-1}$ and an updraught radius $R_{0}$ of 1500 m for deep and
TABLE 1. PARAMETERS AND SETTINGS FOR DEEP AND SHALLOW CONVECTION

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Deep</th>
<th>Shallow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud radius (m)</td>
<td>1500</td>
<td>50</td>
</tr>
<tr>
<td>Minimum cloud thickness (m)</td>
<td>3000</td>
<td>500</td>
</tr>
<tr>
<td>Adjustment time (h)</td>
<td>0.5 ( &lt; \tau &lt; 1 )</td>
<td>3</td>
</tr>
<tr>
<td>Trigger</td>
<td>( \Delta \theta_v + \text{cloud depth} )</td>
<td>Cloud depth</td>
</tr>
<tr>
<td>Downdraught</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Precipitation</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

\( \theta_v \) is defined in the text.

50 m for shallow convection—all the different parameter switches for deep and shallow convection are summarized in Table 1.

Hereafter we switch to the discretized equations on a vertical model grid k, with k increasing with height. The upstream operator is denoted by

\[
\Delta \Psi = \Psi^{k+1} - \Psi^k,
\]

layer-mean values are denoted by the additional superscript m. If no superscript is indicated we simply mean the current model level k. Furthermore, it is convenient to denote the entrainment/detrainment rates \( \epsilon \) and \( \delta \) in mass-flux units kg s\(^{-1}\) instead of units mass flux per length as used in (2)–(4). In this notation the updraught mass flux as well as the updraught values of \( h_{ii} \) and \( r_w \) change through mixing, detrainment and precipitation according to

\[
\Delta M^u = \epsilon^{um} - \delta^{um}, \quad (8)
\]

\[
\Delta (M^u h_{ii}^u) = \epsilon^{um} h_{ii}^u - \delta^{um} h_{ii}^u + M^u (L_v \Delta r_t + L_s \Delta r_s), \quad (9)
\]

\[
\Delta (M^u r_w^u) = \epsilon^{um} r_w^u - \delta^{um} r_w^u - M^u (L_r \Delta r_t + \Delta r_s), \quad (10)
\]

where \( \Delta r_t \) and \( \Delta r_s \) are liquid and solid precipitation, respectively. The system (8)–(10) is solved together with a parametrization of microphysics and mixing that are described separately.

(i) Microphysics and updraught velocity. The condensate mixing ratios \( r_{c}^u, r_{i}^u \) are deduced from \( h_{ii}^u \) and \( r_w^u \) using a saturation adjustment, and allowing a gradual glaciation of the cloud in the temperature range between 268 and 248 K (see also Tao et al. 1989). The liquid and solid precipitation produced in each model layer is computed following Ogura and Cho (1973)

\[
\Delta r_t + \Delta r_s = (r_{c}^{um} + r_{i}^{um}) \{1 - \exp(-c_{Pr} \Delta z/w^{um})\}, \quad (11)
\]

where \( c_{Pr} = 0.02 \) s\(^{-1}\) is a condensate to precipitation conversion factor. This formulation is essentially based on the fact that in high-speed updraughts precipitation particles do not have time to form or are carried upwards by the draught. The updraught vertical velocity \( w^u \) is evaluated with the aid of

\[
\Delta (w^u)^2 = \frac{2g}{1 + \gamma} \left( \frac{\theta_v^{um} - \theta_v^m}{\theta_v^m} \right) \Delta z - 2 \frac{\epsilon^u}{M^u} (w^u)^2, \quad (12)
\]

where \( \theta_v = \theta [1 + (R_v/R_d) r_v] / (1 + r_w) \), and \( \gamma = 0.5 \) is the virtual-mass coefficient that approximately takes into account non-hydrostatic pressure perturbations (Kuo and Raymond 1980). The last term of the right-hand side of (12) accounts for zero
environmental momentum. The vertical velocity is also used to compute the CTL, which is defined as the level where \((u^u)^2\) becomes negative. As noted by Carpenter et al. (1998), this definition provides the best available estimate of the CTL as the observed values are generally not correlated with the level of neutral buoyancy. Finally, the mass flux is adjusted to decrease linearly between the ETL and the CTL (the detrainment rate becomes proportional to the mass of the model layer), and the total precipitation flux produced by the updraught is obtained by

\[
Pr = \sum_{k=LCL}^{k=CTL} (\Delta r_f + \Delta r_s) M^u. \tag{13}
\]

(ii) **Entrainment and detrainment.** The performance of a plume-cloud model critically depends on the specification of updraught entrainment/detrainment rates which are functions of the cloud radius, and are generally assumed to be constant with height. Following the mixing formalism proposed by Kain and Fritsch (1990), an ensemble of mixed parcels is generated, with positively buoyant parcels supposed to follow the cloudy updraught (entrain) and negatively buoyant parcels supposed to detrain:

\[
\begin{align*}
\epsilon^u &= \Delta M_t f_\epsilon, & \delta^u &= \Delta M_t f_\delta \\
\Delta M_t &= M^u c_{etr} \Delta z / R_0,
\end{align*} \tag{14, 15}
\]

where \(f_\epsilon, f_\delta\) are the fractional entrainment/detrainment rates defined in Kain and Fritsch (1990), and \(\Delta M_t\) with \(c_{etr} = 0.2\) is the total rate at which mass enters the transition region between clear and cloudy air (Simpson 1983).

(d) **Downdraught**

In contrast to the updraught computations, where condensate production and glaciation processes are important and therefore \(h_{hil}\) is a very convenient variable, the downdraught computations become simplified when using the equivalent potential temperature \(\theta_e\) as it implicitly takes into account the evaporational cooling effect. The definition of \(\theta_e\) is taken from Bolton (1980) and proved to be highly accurate:

\[
\theta_e = T \frac{(P_{00}/P)^{\gamma_0}}{C_{pd}(1-0.28r_v)} \exp\left\{\frac{3374.6525}{T} - 2.5403\right\} r_v (1 + 0.81r_v). \tag{16}
\]

The downdraught is assumed to be driven by cooling through melting and evaporation of precipitation. It originates at the LFS, defined by the level of minimum environmental saturated \(\theta_e\) between the LCL and the ETL. The initial values of the downdraught mass flux, \(\theta_e\) and moisture at the LFS are estimated as

\[
M^d(LFS) = -(1 - Pr_{eff})M^u(LCL), \tag{17}
\]

where the precipitation efficiency \(Pr_{eff}\) is given as a function of wind shear and cloud-base height (Zhang and Fritsch 1986). The initial humidity is obtained by mixing updraught and environmental air

\[
r_w^d(LFS) = \chi \bar{r}_w + (1 - \chi)r_w^u, \quad \chi = (\theta_e^u - \bar{\theta}_e)/(\theta_e^u - \bar{\theta}_e). \tag{18}
\]

This definition of the mixed fraction provides a smooth variation of \(\chi\). According to (18), the value of \(\theta_e^d\) at the LFS is set to its saturated environmental value corrected by melting effects, with the cooling due to melting estimated by

\[
\Delta T_{melt} = (L_m/C_{ph})\{r_w^u(LCL) - r_w^u(CTL)\}.
\]
where \( C_{ph} = C_{pd} + r_v C_{pv} + r_e C_e + r_i C_s \). This method is motivated by the fact that the amount of downdraught mass flux is dependent on the total downdraught evaporation rate which is not known initially and is itself dependent on the magnitude of the melting effect. We know the amount of solid precipitation but we do not know the amount of ice that is evaporated in the downdraught.

The following equations are used to compute the downdraught properties starting from the LFS down to the DBL which is defined as the level where \( \theta_e^d(LFS) > \bar{\theta}_e \).

\[
\epsilon^d = -M^d(LFS)c_{str} \Delta z/R_0, \quad k > DDL, \tag{19}
\]

\[
\delta^d = 0, \quad k > DDL, \tag{20}
\]

\[
\Delta M^d = \epsilon^d, \tag{21}
\]

\[
\Delta (M^d \theta_e^d) = \epsilon^d \bar{\theta}_e, \tag{22}
\]

\[
\Delta (M^d r_w^d) = \epsilon^d \bar{r}_w. \tag{23}
\]

Note that \( M^d \) is negative but \( \epsilon^d \) and \( \delta^d \) are positive. All downdraught detrainment is assumed to occur over the 60 hPa deep layer DDL–DBL (Fig. 1). For the closure adjustment procedure we will need the values of \( h_{il}^d \). As \( \delta^d \) is zero everywhere apart from the detrainment layer, we only need to compute the values of \( h_{il}^d \) for this layer. It is computed from \( \theta_e^d \) and \( r_w^d \). The total downdraught evaporation rate is estimated using a specified value of 90% for the relative humidity. If the actual value of humidity in the downdraught in the detrainment layer is less than the specified value, water is evaporated to give the required value. If no water is evaporated, no downdraught is allowed and the downdraught mass flux is set to zero.

(e) Closure

Finally, a closure assumption is needed to control the intensity of convection. Here we adopt a Fritsch/Chappell-type closure which is based on the assumption that all CAPE in a grid element is removed within an adjustment period \( \tau \). For deep convection \( \tau \) is set to the advective time period \( \tau = A^{1/2}/|v| \), with \( v \) the mean horizontal wind vector between the LCL and the 500 hPa level, and is limited by \( 0.5 < \tau < 1 \) h. The upper limit roughly corresponds to one life cycle of a convective cloud. Following the Betts–Miller scheme, an adjustment time \( \tau \) of 3 h is used for shallow convection. The final convectively adjusted environmental values can now be computed (see also the main mass-flux equations (4)) using a time integration over \( \tau \) together with an iterative procedure

\[
\bar{\Psi}^{(n+1)} = \bar{\Psi}^{(n)} + (\tau/m_t)[-\Delta (\bar{M}^{(n)} \bar{\Psi}^{(n)}) - (\epsilon^{u(n)} + \epsilon^{d(n)}) \bar{\Psi}^{(n)}] + \delta^{u(n)} \Psi^u + \delta^{d(n)} \Psi^d, \tag{24}
\]

\[
\bar{M} = \bar{\rho} \bar{w} A, \quad \bar{w} = \int (\bar{\hat{u}}/\partial z) \, dz, \quad \left( \frac{\partial \bar{w}}{\partial z} \right) = \frac{\epsilon^u + \epsilon^d - \delta^u - \delta^d}{m_t}, \tag{25}
\]

where \( n \) denotes the iteration number, \( \Psi \) stands for either \( h_{il} \) or the various water species \( r_w, r_e, r_i \). The total mass of the model layer is denoted by \( m_t \), and \( \bar{M} \) is the compensating environmental mass flux. The essential point of the present adjustment procedure is that only the environmental values \( \Psi = h_{il}, r_w, r_e, r_i \) are updated and the mass fluxes are adjusted in the closure adjustment procedure, but no updraught or
downdraught computations are repeated so that the updraught and downdraught values of the thermodynamic variables remain unchanged.

Now, computing the new environmental values of $\theta$ and $r_v$ from $\bar{h}_{il}$ and $\bar{f}_w$ using (6)–(7), we can compute $\bar{\theta}_e$ and a new value of CAPE by using undilute parcel ascent,

$$\text{CAPE}^{(n+1)} = \int_{LCL(n+1)}^{ETL} g \left\{ \frac{\bar{\theta}_e^{(n+1)}(DPL)}{\bar{\theta}_{es}} - 1 \right\} \, dz,$$

(26)

where the new value $LCL(n+1)$ is obtained from $\bar{\theta}_v^{(n+1)}(DPL)$ by the same procedure as used in the trigger function. The use of the conserved variable $\bar{\theta}_e(DPL)$ instead of $\theta_0^n$ in (26) is motivated by the fact that this formulation allows CAPE to be determined directly without executing additional updraught computations.

Then, at all model levels the updraught and downdraught mass fluxes as well as the entrainment/detrainment fluxes and the precipitation flux are multiplied by the adjustment factor

$$F_{\text{adj}}^{(n+1)} = F_{\text{adj}}^{(n)} \frac{\text{CAPE}^{(0)}}{\text{CAPE}^{(0)} - \text{CAPE}^{(n+1)}},$$

(27)

where CAPE$^{(0)}$ is the initial value of CAPE. The procedure (24)–(27) as described is repeated until CAPE$^{(n+1)} < 0.1$ CAPE$^{(0)}$. At the end of the adjustment procedure the final convective tendencies are simply evaluated as

$$\left. \frac{\partial \bar{\Psi}}{\partial t} \right|_{\text{conv}} = (\bar{\Psi}^{(n)} - \bar{\Psi}^{(0)}) / \tau,$$

(28)

where $\Psi$ now stands for either $\theta$, $r_v$, $r_c$ or $r_l$.

4. DISCUSSION

The aim was to design a parametrization that incorporates the effects of the essential physics of moist convection while remaining as straightforward and numerically efficient as possible. In adhering to these guidelines, however, it is inevitable that numerous simplifications of real physical processes become necessary. We believe it is important to acknowledge some of these and differences with other schemes.

Steady-state convective-plume models, as used in the present version, neither represent the life cycle of convective clouds nor the horizontal exchange (subsiding motion) between convective clouds. As discussed by Warner (1970) these models tend to overestimate either the cloud vertical velocity (cloud-top height) and/or the upper-level mass flux. However, recent studies (Lin and Arakawa 1997; Cohen 2000) confirm the present approach where the entrainment and detrainment rates are computed as a function of the buoyancy excess of the cloud with respect to the environment. Numerous sensitivity studies suggest that, in spite of the nonlinear set of equations (8)–(15), the present version provides reasonable solutions for both quantities that are only sensitive to the specification of the cloud radius but not to other physical details like the parametrization of precipitation. Finally, the convective adjustment is based on an iteration procedure and does not directly make use of the tendency of CAPE as applied in several updated versions of mass-flux schemes. The adjustment procedure is entirely formulated in conserved variables allowing for a fast convergence of the iteration algorithm.
Physical processes not considered in the present version concern the convective momentum transport. This might lead to errors in long-range global integrations, but promising recent work on this problem (e.g. Kershaw and Gregory 1997) may allow for a realistic inclusion of momentum transports in updated versions of the scheme. Also, we do not explicitly account for mesoscale transports that might give a substantial contribution to the mass flux at upper levels (Donner 1993; Betts 1997; Alexander and Cotton 1998), but the significance of this is largely unknown.

In the following we present SCM numerical experiments in order to assess the sensitivity of the scheme to important parameters (cloud radius, parametrization of downdraughts), and to compare it to observational and numerical data. The SCM experiments have been run with the French community non-hydrostatic research model Meso-NH (Lafont et al. 1998).

5. SCM experiments

SCM experiments allow a detailed evaluation of convection schemes against observations and numerical data from CRMs or Large Eddy Simulations (LES). Furthermore, they provide a computationally efficient framework for gauging the behaviour of a parametrization as a function of various specifications of thermodynamic conditions and large-scale tendencies. Thus, SCMs are useful for identifying fundamental deficiencies in a scheme and indicating how robustly parametrizations will perform in fully prognostic 3D models. The GCSS Working Groups 1 and 4 on shallow and deep convective cloud systems (Moncrieff et al. 1997) have recently defined a strategy to evaluate convection parametrizations on the basis of SCM runs and compare the results with observations and numerical data. Several intercomparison studies on tropical and continental convection are currently organized (e.g. Bechtold et al. 2000). Here we follow this strategy and evaluate the convection parametrization for a deep convective and a shallow cumulus case, using fully prognostic SCM simulations that are forced by observed large-scale horizontal plus vertical advective tendencies.

(a) TOGA-COARE six-day integration

A six-day period from 00 UTC 20 December to 00 UTC 26 December 1992 of the Tropical Oceans Global Atmosphere (TOGA) Coupled Ocean–Atmosphere Response Experiment (COARE) has been selected as a test case for a tropical oceanic deep convective environment. The precise numerical experiment protocol is described in Krueger et al. (1996)*. The case has been run with an SCM version of the Meso-NH model (using the present convection scheme), and a 2D version of a CRM (Redelsperger and Sommeria 1986). The models were forced with observed ‘large-scale’ tendencies for temperature and water vapour that represent spatial averages over the intensive flux array of 500 × 500 km. The Meso-NH model and the CRM use a stretched vertical grid with resolution varying between 100 m in the boundary layer and 750 m in the upper troposphere. Finally, note that in the present SCM runs, the grid-scale A appearing in the trigger formulation (5) is set equal to the size of the observational domain.

Figure 2 shows the time evolution of the surface precipitation rate as simulated by the Meso-NH SCM and the CRM. The SCM fairly represents the four main convective events with precipitation intensities ranging between 30 and 50 mm d⁻¹. In Fig. 3 are displayed the simulated six-day averaged temperature and moisture biases with

respect to observations as well as the simulated convective mass fluxes. The Meso-NH baseline simulation produces a cold bias that does not exceed 3 K (compared to 1.5 K for the CRM), and a moisture profile with a maximum bias of 0.6 g kg\(^{-1}\) in the lower troposphere but that closely follows the CRM results above 7 km. However, the simulated convective mass flux (Fig. 3(c)) closely reproduces the CRM results. It can be shown, through a comparison with different SCMs (convection schemes), that SCMs generally produce larger temperature biases with respect to observations than corresponding CRM runs, as SCMs cannot represent mesoscale circulations that are part of the total (convective+stratiform) mass flux and the associated cloud–radiation interactions.

In the following we wish to assess how robust the Meso-NH results are with respect to: (i) internal parameters of the convection scheme, such as the parametrization of downdraughts and the cloud radius, and (ii) other model parameters such as the vertical resolution and the stratiform cloud scheme. In this context four additional experiments have been run: an experiment without convective downdraughts, one using a value for the convective cloud radius of 1000 m (instead of 1500 m in the reference run), an experiment with half the vertical resolution of the reference run (corresponding to a grid spacing of 1500 m in the upper troposphere), and an experiment where the precipitation threshold for cloud ice in the stratiform cloud scheme has been set to a value of 0.5 g kg\(^{-1}\) (instead of 0.05 g kg\(^{-1}\) in the reference run). The results of the sensitivity experiments are also displayed in Fig. 3. It appears that the general shape of the bias and mass-flux profiles is largely unaffected by these changes. However, the largest upper-tropospheric temperature bias and lower-tropospheric moisture bias are observed for the low vertical resolution run. But the upper-tropospheric temperature bias is also significantly affected by changes in the stratiform ice microphysical scheme through an interaction with the radiation scheme. Furthermore, when downdraughts are excluded, the mass flux is overestimated at all levels and the low-level temperature and moisture biases become large. In contrast, the experiment with a cloud radius of 1000 m produces smaller biases in the lower troposphere but a temperature bias that is 1 K larger.
Figure 3. Comparison of Meso-NH single-column model (SCM) runs with cloud-resolving model (CRM) for differences with respect to observed values of (a) temperature and (b) moisture, and (c) convective mass flux. The different SCM sensitivity tests include: baseline simulation (thick solid line), with cloud radius $R_c$ of 1000 m (thin solid line labelled R), without convective downdraughts (thin dashed-dotted line labelled D), with low vertical resolution (thick dashed-dotted line labelled Z), and with changed autoconversion of ice in explicit (stratiform) microphysical scheme (thin dotted line labelled I). The reference CRM run is denoted by the thick dotted line.
in the upper troposphere. The present discussion has shown that the scheme performs reasonably robustly in this tropical oceanic environment, but that SCM evaluations of convection parametrizations should focus on profiles of quantities like convective mass flux and moisture bias that are only weakly affected by host-model-dependent physical processes like the interaction between the radiation scheme and the stratiform cloud scheme.

(b) BOMEX shallow cumulus

The shallow convective part of the scheme is evaluated with the aid of a 9 h integration of a BOMEX* shallow cumulus case using the Meso-NH SCM. The model is forced by a constant-in-time large-scale subsidence, imposed surface fluxes for heat and moisture, and additional tendencies due to radiative cooling and horizontal moisture advection. A detailed discussion of this case, including the numerical protocol and LES results, is given in Siebesma and Cuijpers (1995). The baseline Meso-NH run uses a constant vertical grid spacing of 40 m. Furthermore, sensitivity experiments have been run using a constant vertical grid spacing of 100 m, a convective cloud radius of 100 m, and an experiment labelled 'deep' where convective downdraughts and precipitation processes have been included.

In Fig. 4 we compare the initial temperature/moisture profiles with the simulated profiles after 9 h of integration. The model produces quasi-stationary profiles, but a weak tendency towards stabilization can be observed close to cloud base at 500 m. This is due to a small residual in the boundary-layer budget of the model that is determined by turbulent mixing and convective transport. The mass-flux profiles as produced by the baseline simulation and the different sensitivity experiments are displayed in Fig. 5. The profiles represent time averages over the whole simulation period, and are compared to corresponding LES results (Siebesma and Cuijpers 1995). In general, the different experiments fairly reproduce the LES results, but tend to underestimate the mass flux, especially in the upper half of the cloud layer. The experiment using a cloud radius of 100 m produces the largest upper-level mass flux, but overestimates the top of the cloud layer by about 500 m. On the contrary, the smallest mass-flux values are observed for the experiment labelled 'deep' where the surface precipitation rate attains a value of 1 mm d⁻¹.

It appears that the present parametrization might also be successfully applied to shallow convection, even if a closure based on the moisture budget of the boundary layer might also be attractive. Especially, with the choice of a small ‘cloud radius’ of 50 m in the entrainment equation (15), a value which is significantly smaller than the actual cloud radius of shallow cumuli, the convection scheme can produce realistic entrainment/detrainment rates for various typical shallow cumulus cases with fractional values of the order of 10⁻³ m⁻¹ (see also the discussion of (15) and LES results in Siebesma (1998)). Finally, note that in contrast to deep convective clouds where high values of CAPE are produced by large-scale lifting, shallow convective clouds have low values of CAPE (typically 100–200 J kg⁻¹) that are produced by surface fluxes and subsequent turbulent mixing. The present CAPE closure assures an equilibrium between convective destabilization through surface fluxes and consumption of CAPE by shallow convective clouds that transfer enthalpy and moisture upwards.

* Barbados Oceanographic and Meteorological EXperiment.
Figure 4. BOMEX shallow cumulus case as simulated by the single-column model: initial (solid) and modelled (dashed) profiles of $\theta$ and $r_v$ (see text).

Figure 5. Nine-hour averaged convective mass-flux profiles for the BOMEX case. Comparison of large-eddy simulation results (thick dashed line) with different Meso-NH single-column model runs: baseline simulation (thick solid line), with vertical resolution of 100 m (dashed-dotted line), with cloud radius of 100 m (dotted line), and including convective downdraughts and precipitation (thin solid line).

6. CONCLUSIONS

We have presented a bulk mass-flux convection parametrization for deep and shallow convection that includes an efficient treatment of numerics, moist thermodynamics and convective downdraughts*

* The corresponding computer code is available as an optimized portable routine in Fortran 90 on ftp://ftp.aero.obs-mip.fr/pub/salsa/beep/convect/
The scheme has been evaluated here in an SCM framework. Preliminary 3D tests of the scheme at different horizontal resolutions (10–200 km) have also been run with the global French NWP model ARPEGE (Courtier and Geleyn 1988) and the Meso-NH mesoscale model (Stein et al. 2000). Further tests are currently being conducted in the Canadian NWP and regional climate models. It was of course not possible to present all the test results in the context of the present manuscript. The results suggest that the present scheme provides reasonable solutions in terms of predicted rainfall and has a positive impact on predicted temperature and moisture biases in the Tropics and consequently on the cloud and radiation budget. The application of the scheme to various scales is supported by the use of a CAPE convective closure that assures a smooth interaction with the large-scale environment and efficiently suppresses CISK*-like spin-up processes on the grid-scale. Furthermore, to our knowledge it is the first time that a CAPE convective closure is also successfully applied to shallow convection.

We believe that the current version of the scheme contains the essential physics to parametrize the first-order effects of moist convection. However, one should be aware of several inherent shortcomings of schemes designed to parametrize convection. For example: (i) interactions between parametrized clouds are neglected, even in complex spectral schemes of the Arakawa–Schubert type; (ii) deep convective clouds are multiscale so that the scale separation necessarily imposed by parametrizations is artificial (Bretherton and Smolarkiewicz 1989; Mapes 1997); (iii) microphysics and the cloud–radiation interactions are very difficult to represent accurately with parametrized convective clouds, which are assumed to be in a steady-state condition (Betts 1997). These problems, in addition to the innate stochastic nature of convection, raise the question of whether it is possible to formulate convective parametrizations that are sufficiently general and accurate for long-range integrations. Considering the many uncertainties that still exist, it is likely that the overall performance of the present parametrization could be improved further, both by more refined calibration of existing parameters (e.g. precipitation efficiency) and by adding more layers of complexity to the scheme, e.g. allowing for multiple updraughts that differ by their characteristic cloud radius. Thus, we view the current version as a foundation upon which improved parametrization techniques can be built in a manner that is commensurate with our expanding understanding of convective activity, its interactions with larger-scale processes, and the constraints imposed by numerical models.

Currently the GCSS Working Groups 1 and 4 are addressing fundamental issues related to the convective parametrization problem by evaluating convection schemes against observational data and data from CRMs. Continued work on this problem is important because parametrized convection is likely to be an essential component of NWP models and GCMs for many years to come. This is true because, even as advances in computer power allow higher-resolution convective cloud-resolving model configurations to become viable for many tasks, high-resolution grids are likely to be limited in area and embedded within coarser-resolution domains (Stein et al. 2000). These outer domains will likely require a parametrization scheme in order to adequately represent convective effects and supply appropriate boundary conditions to the high-resolution grid. Thus, refined methods for convective parametrization may be essential elements in modelling systems even when modelling efforts focus on inner-domain grids where convection is explicitly resolved.

* Conditional instability of the second kind.
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APPENDIX

Definition of latent and specific heats

The specific latent heats of vaporization, sublimation and melting as functions of temperature $T$ are defined by

$$L_v(T) = L_v(T_i) + (C_{pv} - C_{e})(T - T_i), \quad (A.1)$$

$$L_s(T) = L_s(T_i) + (C_{pv} - C_{s})(T - T_i), \quad (A.2)$$

$$L_m(T) = L_s(T) - L_v(T), \quad (A.3)$$

with

$$T_i = 273.16 \text{ K}, \quad L_v(T_i) = 2.5008 \times 10^6 \text{ K J kg}^{-1}, \quad (A.4)$$

$$L_s(T_i) = 2.8345 \times 10^6 \text{ K J kg}^{-1},$$

where the specific heats for phase change are in J kg$^{-1}$. The specific heat constants are defined as

$$C_{pv} = 4R_v \text{ J kg}^{-1}, \quad C_e = 4.218 \times 10^3 \text{ J kg}^{-1}, \quad C_s = 2.106 \times 10^3 \text{ J kg}^{-1}, \quad (A.5)$$

with $R_v = 461.525 \text{ J kg}^{-1} \text{K}^{-1}$. The gas constant and specific heat for dry air are defined as $R_d = 287.06 \text{ J kg}^{-1} \text{K}^{-1}$ and $C_{pd} = 7/2R_d \text{ J kg}^{-1}$, respectively.
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