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ABSTRACT

This paper investigates the steps necessary to achieve accurate simulations of flow over steep, moun-
tainous terrain. Large-eddy simulations of flow in the Riviera Valley in the southern Swiss Alps are
performed at horizontal resolutions as fine as 150 m using the Advanced Regional Prediction System.
Comparisons are made with surface station and radiosonde measurements from the Mesoscale Alpine
Programme (MAP)-Riviera project field campaign of 1999. Excellent agreement between simulations and
observations is obtained, but only when high-resolution surface datasets are used and the nested grid
configurations are carefully chosen. Simply increasing spatial resolution without incorporating improved
surface data gives unsatisfactory results. The sensitivity of the results to initial soil moisture, land use data,
grid resolution, topographic shading, and turbulence models is explored. Even with strong thermal forcing,
the onset and magnitude of the upvalley winds are highly sensitive to surface processes in areas that are well
outside the high-resolution domain. In particular, the soil moisture initialization on the 1-km grid is found
to be crucial to the success of the finer-resolution predictions. High-resolution soil moisture and land use
data on the 350-m-resolution grid also improve results. The use of topographic shading improves radiation
curves during sunrise and sunset, but the effects on the overall flow are limited because of the strong lateral
boundary forcing from the 1-km grid where terrain slopes are not well resolved. The influence of the
turbulence closure is also limited because of strong lateral forcing and hence limited residence time of air
inside the valley and because of the stable stratification, which limits turbulent stress to the lowest few
hundred meters near the surface.
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1. Introduction

Increases in available computational power now al-
low high-resolution simulations of flow over complex
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terrain, but the appropriate numerical and physical pa-
rameters required by such simulations are not generally
known. The influence of parameterizations such as
those used for turbulence, soil moisture, solar radiation,
surface roughness, the configuration of initial condi-
tions, lateral boundary conditions, and the choice of
numerical grids is highly situation dependent. Simula-
tions are generally performed with “the best available”
information and datasets. This paper investigates the



64 JOURNAL OF APPLIED METEOROLOGY AND CLIMATOLOGY

steps necessary to achieve accurate large-eddy simula-
tions of flow in highly complex terrain. We specifically
examine the flow and temperature fields in the Riviera
Valley, located in the Alps in southern Switzerland.
The simulation results are verified through compari-
sons with surface and radiosonde observations in the
Riviera Valley, obtained during the Mesoscale Alpine
Programme (MAP)-Riviera project (Rotach et al.
2004). We also evaluate the model sensitivity to
changes in parameterizations such as those listed
above. The boundary layer processes in our simulated
valley are described in Weigel et al. (2006, hereinafter
Part II), which includes comparisons with aircraft flight
data, descriptions of along-valley wind transitions and
secondary cross-valley circulations, and a heat budget
analysis.

Obtaining accurate simulations of flow in highly com-
plex terrain has been the object of much research. At
relatively coarse resolution, a large domain can be used,
but steep mountains and valleys cannot be resolved.
Benoit et al. (2002), for example, performed 14-km-
resolution and 3-km-resolution real-time simulations of
the entire European Alps during the MAP special ob-
serving period. Lu and Turco (1995) and Jacobson
(2001) simulated flow over complex terrain in Califor-
nia at approximately 5-km resolution. Many studies
point to increased grid resolution as a means to achieve
better agreement with observations (see, e.g., Revell et
al. 1996; Grgnas and Sandvik 1999; Grell et al. 2000).
At finer resolution, the topography is better resolved
but the slopes become steeper and the domain often
has to be smaller, both of which create new computa-
tional problems. The simulations of Grgnés and Sand-
vik (1999) of a narrow valley in Norway and of Revell
et al. (1996) of the New Zealand Alps region, for ex-
ample, used resolutions down to about 250 m but failed
to reproduce the winds observed in the field, probably
because they did not incorporate synoptic information
or land surface data. Zhong and Fast (2003) more re-
cently compared simulations of the Salt Lake Valley
region from three mesoscale models initialized with
synoptic data. All three models [Regional Atmospheric
Modeling System (RAMS) and the fifth-generation
Pennsylvania State University-National Center for At-
mospheric Research Mesoscale Model (MMS5) at 0.56-
km horizontal grid spacing and the National Centers for
Environmental Prediction Meso-Eta Model at 0.85-km
grid spacing] were able to capture the general features
of the valley flows as seen from observations. However,
the details of the local circulations and vertical struc-
ture of the flow were not sufficiently well reproduced
despite the relatively fine resolution used by these me-
soscale models. The authors suggested that improve-
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ments in parameterizations of surface fluxes, vertical
mixing, and radiation might further improve results.

Indeed, while the debate continues on whether in-
creased resolution always increases the skill of weather
forecasts (Hart et al. 2004; Cairns and Corey 2003), it
must be recognized that merely increasing grid resolu-
tion does not necessarily address all deficiencies in nu-
merical models or in model configuration. Chen et al.
(2004) found that increasing the horizontal resolution
(to 250-m spacing) brought the most improvement to
the Advanced Regional Prediction System (ARPS)
simulation results in the Salt Lake Valley region of
Utah when the domain size was enlarged at the same
time. Hanna and Yang (2001) suggested that errors in
wind speed and direction in their simulations with four
different mesoscale models were due to errors in the
representation of turbulent motions, as well as in sub-
grid features in the topography and land use. Further
examples are found in Ziangl et al. (2004) and Gohm et
al. (2004), who simulated foehn winds in the Wipp and
Rhine Valleys, respectively, with MMS. Despite using
grid spacing as fine as 267 m in the horizontal plane and
two-way grid nesting to incorporate synoptic data,
Gohm et al. (2004) found discrepancies between the
simulations and observations; for example, the model
predicted a shallow foehn wind occurrence that was not
observed. The authors pointed to the need for higher-
resolution representation of the topography outside of
the fine-resolution domain, because the coarse grids
were unable to provide accurate lateral boundary con-
dition forcing for the fine grids. Zingl et al. (2004)
found that the effect of the horizontal computational
mixing was larger than the effect of increased resolu-
tion. Their model performed better with an improved
computational mixing scheme at coarse resolution (3
km) than at fine resolution (1 km) with the traditional
mixing scheme.

Previous simulations in the Riviera Valley region
have been few. Grell et al. (2000) simulated a southern
part of the Swiss Alps that included the Riviera Valley,
using MMS and the Regional Acid Deposition Model,
version 2 (RADM?2; for chemistry) with a horizontal
spacing of 1 km to examine the advection of pollutants
into Alpine valleys. Their focus was not on the Riviera,
but on the neighboring Mesolcina Valley. A detailed
comparison with observation data was not presented,
and the authors stated that higher spatial resolution and
temporal resolution are needed to represent the atmo-
spheric chemistry processes accurately. Simulations of
the Riviera Valley, for the same time period as studied
here, were performed by de Wekker et al. (2005) with
RAMS [in Reynolds-averaged Navier-Stokes (RANS)
mode]. Two-way grid nesting with grid spacings down
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to 333 m gave relatively good agreement with the ob-
served potential temperature fields, but the numerical
model did not to capture the wind structure of the val-
ley very well. Consistent upslope and upvalley winds
were not apparent. Our simulation setup has many
similarities to that of de Wekker et al. (2005), as dis-
cussed below.

In this paper, we use large-eddy simulation (LES) to
describe the flow structure over the highly complex ter-
rain in the Riviera Valley with very fine resolution (as
fine as 150-m horizontal spacing). Our simulation tool
is ARPS, a nonhydrostatic, compressible large-eddy
simulation code written for mesoscale and small-scale
atmospheric flows (Xue et al. 2000, 2001, 2003). All of
the studies mentioned above used RANS formulations
and not LES closures for their simulations. LES sepa-
rates resolved and turbulent motions using a physical
length scale, the width of the explicit spatial filter
(Chow et al. 2005). RANS, on the other hand, applies a
time average, usually with a very broad averaging pe-
riod so that only very large scales are resolved. The
traditional concept of LES is often associated with
high-resolution simulations in which most of the wave-
number range is resolved. The method of LES, how-
ever, does not prohibit its application to less well re-
solved flows (Wyngaard 2004). The coarser grids in our
nested domain setup are more typical of mesoscale
simulations but can use the same LES equations. The
differences between LES and RANS become small
when similar space and time resolutions are used; often
the only difference in implementation is the formula-
tion of the turbulence model. The LES formulation is
preferred for studies of turbulent flows because it is
clear which physical features (length scales) are resolv-
able and which must be modeled. Wyngaard (2004)
suggests the use of a more general tensor eddy-diffu-
sivity model for coarser LES experiments; we have in-
cluded a much more general dynamic reconstruction
model (DRM) in our sensitivity experiments.

Simulations of the Riviera Valley are complicated by
the complex terrain, the need for high-resolution sur-
face datasets, and the presence of numerical discretiza-
tion and lateral boundary condition errors, among
other issues. The next section describes the flow condi-
tions in the Riviera Valley on the days of interest, fol-
lowed by a detailed description of our numerical setup
(section 3) and comparison of results with observation
data (section 4). We then perform sensitivity experi-
ments to evaluate the relative impact of various con-
figurations for soil moisture and temperature, land use
data, grid resolution, topographic shading, and turbu-
lence closure models (section 5). We seek to answer
several questions in the course of our study. Does in-
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creased grid resolution provide improved simulations?
What are the effects of using high-resolution data for
land use and soil properties? How are the results
changed when topographic shading is included, or when
different turbulence models are used? Last, how do the
nested grid parameters, such as size and resolution, af-
fect the simulation results and/or the choice of physical
parameterization schemes?

2. Flow conditions during the MAP-Riviera
project

The Riviera Valley is a medium-sized valley located
between the towns of Biasca and Bellinzona in the
province of Ticino in southern Switzerland (see Figs. 1
and 2). The valley is about 15 km long and about 1.5 km
wide at the valley floor, which is approximately 250 m
above mean sea level (MSL) at the southern entrance.
Valley sidewalls have slopes of 30°-35°, and the sur-
rounding peaks reach altitudes of up to 2700 m MSL.
The valley was the focus of an extensive field campaign,
the MAP-Riviera project (Rotach et al. 2004), which
was part of the larger MAP conducted in autumn of
1999 (Bougeault et al. 2001). The field data include
measurements from surface stations, radiosondes, and
aircraft flights, among others.

The focus of the simulations in this work is on fair-
weather days that are dominated by thermal forcing.
On such “convective” days, a slope-wind/valley-wind
system will develop within the valley and will be sensi-
tive to the local surface conditions that determine heat-
ing and cooling. Inclusion of synoptic forcing is also
necessary, however, especially because in the Alps the
flow is channeled along valleys that connect over a
large domain. We have simulated the convective days
of 21, 22, and 25 August 1999. We focus on 25 August
1999 in this paper because it was the day that was most
free of clouds during the measurement campaign and
because wind data were missing from radio soundings
on 21 and 22 August. After determining the best simu-
lation setup for 25 August, for which quantitative com-
parisons could be made for both wind and temperature
fields, simulations of 21 and 22 August were performed.
The results from 21 and 22 August and further analysis
of the flow structure and the heat budget of the valley
wind system for all three cases are given in Part II.

3. Numerical simulation setup

This section describes the procedures used to achieve
accurate simulations of atmospheric flow in the Riviera
Valley. The steps taken include the use of high-order
numerical methods, carefully selected nested grids,
high-resolution land surface data, modifications to the
radiation model, and improved turbulence closure
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F1G. 1. Location of the Riviera Valley in the Alps, with elevation contours (m MSL). The
box outlines the 1-km grid for the Riviera region, shown in detail in Fig. 2a.

models. A standard procedure, with grid nesting, but
without refined surface characteristics or soil moisture
initialization, provides a reference against which en-
hanced simulations and sensitivity experiments are
compared. Table 1 lists the configuration for various
simulations.

a. Large-eddy simulation code

ARPS was developed at the Center for Analysis and
Prediction of Storms at the University of Oklahoma
and is formulated as an LES code that solves the three-
dimensional, compressible, nonhydrostatic, filtered
Navier-Stokes equations. ARPS is described in detail
by Xue et al. (1995, 2000, 2001, 2003). We only mention
the relevant settings for this application.

Fourth-order spatial differencing is used for the ad-
vection terms. Temporal discretization is performed us-
ing a mode-splitting technique to accommodate high-
frequency acoustic waves. The large time steps (Af) use
the leapfrog method. First-order forward-backward ex-
plicit time stepping is used for the small time steps (A7),
except for terms responsible for vertical acoustic propa-
gation, which are treated semi-implicitly. Simulations
were performed in parallel (with message passing) on
IBM, Inc., SP Power4 processors.

b. Grid nesting and topography

Five one-way nested grids were used to simulate flow
in the Riviera Valley at horizontal spacings of 9 km, 3
km, 1 km, 350 m, and 150 m. The one-way nesting

procedure used by ARPS allows adjustments in vertical
resolution between grids, which we found to be neces-
sary to accommodate the steep Riviera terrain; cur-
rently available two-way nesting schemes (in other
codes) do not allow for vertical resolution changes, but
the effect of two-way nesting should be explored in
future work. The valley first becomes reasonably well
resolved at 350-m resolution (see the wavelet analysis
of de Wekker 2002). Details of the simulation domains
are listed in Table 2. Figure 2 shows the topography for
the 1-km, 350-m, and 150-m subdomains. All grids are
centered on the Riviera Valley at 46.2881°N, 9.002°E,
except for the 150-m resolution grid, which is centered
at 46.275°N, 9.005°E. Thus, the boundaries are placed
as far as possible from our region of interest, minimiz-
ing contamination by errors at the lateral boundaries
that are magnified when the boundaries cross through
complex terrain (Warner et al. 1997). A Lambert con-
formal map projection is used with the “true” latitude
and longitude chosen very close to the center of the
domain to minimize grid distortion, particularly for the
smaller domains.

Topography for the 9-1-km grids was obtained using
U.S. Geological Survey (USGS) 30-arc-s topography
datasets. The 350-m-resolution and 150-m-resolution
terrain data were extracted from a 100-m dataset avail-
able for all of Switzerland (Volkert 1990). The terrain is
smoothed near the boundaries of each nested subdo-
main to match the elevations from the surrounding
coarser grid.
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F1G. 2. Riviera Valley elevation contours (m MSL) for (a) the
1-km grid and (b) the 350-m grid with the 150-m grid shown
within. Locations of surface stations (defined in Table 4) and
vertical cross section are also shown.

c. Vertical resolution and grid aspect ratio

ARPS uses a generalized terrain-following coordi-
nate system. The grid is stretched using a hyperbolic
tangent function from a vertical grid spacing of Az,;, at
the surface to yield an average spacing of Az,,, and a
domain height of Az,,,(nz — 3) (see Table 2). The grid
configurations are determined based on numerical con-
siderations. High vertical resolution is needed to re-
solve the vertical structure of the atmosphere, espe-
cially near the earth’s surface, but if the grid aspect
ratio (Ax/Az) becomes too large then numerical errors
become large, particularly in the horizontal gradient
terms (Mahrer 1984). Poulos (1999) and de Wekker
(2002) also found that the grid aspect ratio had to be
small, especially for steep terrain. Increasing the verti-
cal resolution too much, for example, leads to instabili-
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ties. LES also requires a small aspect ratio so as to avoid
distortion of resolved eddies (Kravchenko et al. 1996).
One or more of the above guidelines must be com-
promised because of the large domain sizes used here.
At 9-km horizontal resolution, a good aspect ratio
would require vertical resolution on the order of 1 km,
but such resolution would severely degrade the repre-
sentation of the vertical structure of the atmosphere.
Our chosen aspect ratio for the 9-km grid is 180 at the
surface; with Az, ;, = 50 m the vertical structure is rea-
sonably well captured. For the fine grids, we have more
flexibility because the horizontal resolution approaches
the vertical resolution and we can construct a grid much
more favorable for LES; therefore, our 350-m resolu-
tion grid has a much reduced aspect ratio of about 10.

d. Initialization and lateral boundary conditions

To obtain realistic initial and boundary conditions,
data from the European Centre for Medium-Range
Weather Forecasts (ECMWF) were used to force
ARPS simulations at the lateral boundaries of the
coarsest-resolution (9 km) grid. ECMWF analyses are
given at 6-h intervals with 0.5° (approximately 60 km)
horizontal spacing and 50 vertical levels. The ECMWF
initialization data compare fairly well to nearby sound-
ings, for example, in Milan, Italy, and Payerne, Swit-
zerland, located outside the Alps (see Fig. 1, soundings
not shown), but because of poor vertical resolution can-
not capture the pronounced inversion observed in the
radio soundings on 25 August (see Fig. 8 later). The
ECMWEF data are applied at 6-h intervals and are lin-
early interpolated in between. Relaxation toward the
boundary condition values is applied to a zone of 5-10
grid cells around the edge of the domain, depending on
the grid. Simulations continued for 30 h beginning at
1800 UTC 24 August. Output at hourly intervals was
used to provide initial and boundary condition files for
subsequent nested-grid simulations.

e. Surface characteristics

The characteristics of the land surface strongly influ-
ence sensible and latent heat flux exchanges with the
atmosphere. Surface fluxes are particularly important
for predicting thermally forced flows such as slope
winds and along-valley winds. The ARPS land surface
soil-vegetation model solves soil temperature and soil
moisture equations, as described in detail in Xue et al.
(1995, 2001). ARPS normally uses 13 soil types (includ-
ing water and ice), and 14 vegetation classes (following
the U.S. Department of Agriculture classifications).
Land use, vegetation, and soil-type data for the 1-km
and coarser grids are obtained from USGS 30-s global
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TABLE 1. Riviera Valley simulation configurations. ECMWF and WaSiM soil moisture data have 0.5° (~60 km) and 100-m resolution,
respectively. The coarse USGS land use data are at 30-s (~1 km) spacing, as opposed to the 100-m GEOSTAT data. REF is the
reference run using low-resolution surface data. REF-ST initializes soil temperature (ST) as an offset from the air temperature as
opposed to using interpolation from ECMWEF values. The LU-SM run name indicates the use of high-resolution land use (LU) and
high-resolution soil moisture (SM) data, in addition to the soil temperature offset from REF-ST. Other run names are constructed

similarly and represent variations from the LU-SM configuration. See text for details.

Soil moisture

Soil temperature Land use Topographic Turbulence
Run name 1-km grid 350-m grid 350-m grid 350-m grid shading 350-m grid
REF ECMWF ECMWF ECMWF 1km Yes TKE-1.5
REF-ST ECMWF ECMWF Offset 1 km Yes TKE-1.5
LU-SM Three level WaSiM Offset 100 m Yes TKE-1.5
LU-SM2 WaSiM/three level WaSiM Offset 100 m Yes TKE-1.5
LU-SM3 Three level Three level Offset 100 m Yes TKE-1.5
SM Three level ‘WaSiM Offset 1 km Yes TKE-1.5
LU-SM-NOSHADE Three level WaSiM Offset 100 m No TKE-1.5
LU-SM-NOTURB Three level WaSiM Offset 100 m Yes None
LU-SM-DRM Three level WaSiM Offset 100 m Yes DRM

data. The soil data preprocessing program of ARPS
was modified to handle these finer-resolution data.

For the 350-m-resolution and 150-m-resolution grids,
we enhanced the ARPS surface data classes to incor-
porate land use and soil type at 100-m resolution,
available for all of Switzerland from the land use and
digital surface type data from the Swiss Federal Office
of Statistics [Geospatial and Statistical Data Center
(GEOSTAT) service]. The dataset includes 69 land use
categories; these have been mapped to a new set of 30
vegetation and 14 soil types (see Chow 2004, her Tables
8.3 and 8.4 and Fig. 8.4), as was done by de Wekker
(2002) for RAMS. Different values, however, have
been assigned in ARPS for the roughness length, leaf
area index, and vegetation fraction. A new soil type was
added to represent bare rock, which makes up a signifi-
cant portion of the mountaintops.

The soil-vegetation model must also be initialized
with soil moisture and temperature data. Two soil lay-
ers of depths 0.01 and 1.0 m for the surface and deep
soil, respectively, are used by the soil model. Soil tem-
perature on the 9-km grid was initialized from ECMWF

TABLE 2. Nested grid configurations, with dimensions and time
step sizes. In the vertical direction, the minimum grid spacing is
Az o at the surface, and the averaging spacing is Az,,,; At denotes
the large time step and At is the small time step, selected such that
2At = nA1, wheren = 1,2, .. ..

Grid size Domain
(nx, ny, nz) Ax, Ay Az, Az,, height Av/AT
103 X 103 X 53 9km 50m 500m 25km  10s/10s
103 X 103 X 53 3km 50m 500m 25 km 2s/4s
99 X 99 X 63 lkm 50m 400m 24 km 1s/ls
83 X8 X63 350m 30m 350m 21 km 1s/0.2s
67 X99 X8 150m 20m 200m 16km 0.5s/0.05s

data. The soil temperature values at 9-km resolution
are then interpolated to the 3-km-resolution and 1-km-
resolution grids. For the “REF” simulations (see Table 1),
these ECMWEF data are further interpolated to the 350-m
grid. All other 350-m grids were initialized with a constant
offset from the near-surface air temperature: 0.6 K for the
top layer and —2.1 K for the deep soil. These offsets are
based on field observations in the Riviera Valley.

The soil moisture initialization can be particularly
important for thermally forced flows (Eastman et al.
1998). Soil moisture on the 9-km-resolution grid was
initialized from ECMWF data, which in the Alps range
from 0 (rocky and glacial areas) to 0.37 m® m >, with
the deep soil being slightly wetter than the top layer for
this time period. The area near the Riviera Valley has
values of about 0.35 (surface) and 0.366 (deep) m* m 2,
except for the rocky outcroppings, which are close to
zero. As for the soil temperature, the ECMWF soil
moisture values are interpolated to the 3-km grid.
These ECMWF data are further interpolated to the
1-km-resolution and 350-m-resolution grids for REF
and “REF-ST” (see Table 1).

For “LU-SM” and other simulations (see Table 1),
high-resolution soil moisture initialization data were
obtained to represent the spatial variability in the Rivi-
era Valley better. We followed de Wekker et al. (2005)
and used the Water Flow and Balance Simulation
Model of the Eidgenossische Technische Hochschule,
the Swiss Federal Institute of Technology (WaSiM-
ETH; Jasper 2001) to obtain soil moisture information.
This hydrologic model is driven by meteorological data
such as air temperature and precipitation and provides
100-m resolution for the catchment region of the Rivi-
era. Figure 3 shows the distribution of soil moisture for
the two layers used at the 350-m grid level at 1800 UTC
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24 August. The soil moisture is highest on the valley
floor, is significantly lower on the steep surrounding
slopes, and is zero on the rocky peaks of the mountains
and in urban areas (e.g., in Bellinzona and Biasca). In
the upper soil level, the WaSiM moisture values are
comparable to the ECMWF data (~0.32 m®> m ). At
the deep soil level, where there are no plant roots to
hold water, the WaSiM moisture on the steep slopes is
very low (0.08-0.12 m* m ™), but on the valley floor it is
still relatively high (~0.25 m® m ™).

The soil moisture measurements taken at a few sites
in the Riviera Valley during the field campaign (Zappa
and Gurtz 2003) compare quite well to the WaSiM val-
ues. For example, at 1200 UTC, measurements at site
Al (see Fig. 2b) showed the soil moisture to be 0.318
m’ m at the surface and 0.293 m® m > at 25-cm depth.
In contrast, site B showed 0.306 m® m > at the surface
and 0.212 m®> m~ at 25-cm depth. This near-constant
moisture with depth on the valley floor and the signifi-
cant decrease with depth on the slope also appear in the
WaSiM data.

Given ECMWF data for the 9-km-resolution grid
and WaSiM data for the 350- and 150-m grids, the ques-
tion remains as to what the best values are at the inter-
mediate resolutions of 3 and 1 km. de Wekker et al.
(2005) set the soil moisture to be constant on their
coarser grids and found that the specific value did not
significantly affect the results on the finest grid level. In
contrast, our sensitivity studies in section 5 show that
soil moisture is a parameter to which the results are
very sensitive, particularly at the 1-km grid level. We
therefore incorporated a semiempirical three-level soil
moisture initialization, which is used for LU-SM on the
1-km grid. The soil moisture was set to 0 at altitudes
above 2200 m where the soil type “rock” dominates.
Moisture was initialized to 0.18 m®> m™~* between 2200
and 500 m and to 0.28 m®> m > below 500 m. The same
values were used at the surface and deep soil levels.
These soil moisture values are intermediate values be-
tween the WaSiM deep and surface layer values, and
can be seen as a compromise between the WaSiM and
ECMWEF data. The specific values were selected on a
trial-and-error basis to obtain the best results. In addi-
tion to using interpolated ECMWF and three-level soil
moisture initializations, we investigated the use of
WaSiM data outside the Riviera catchment area in the
“LU-SM2” setup. The three choices for soil moisture
initialization for the 1-km grid are summarized in Table
3 and are discussed further in section 5a.

f- Radiation model

In steep valleys, “topographic shading” from shad-
ows cast by neighboring topography can be important.
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FIG. 3. Contours of WaSiM soil moisture initialization (m* m ™,
shaded) at (a) surface and (b) deep soil levels at 350-m resolution.

Topography contours are shown at 250-m intervals.

ARPS normally only includes the effect of surface in-
clination when calculating incoming solar radiation.
This “self shading” accounts for much of the required
modification to the incoming radiation in complex ter-
rain, but topographic shading must be included to rep-
resent surface heating properly during sunrise and sun-
set. We use the topographic shading method of Colette
et al. (2003), which is included in the latest version of
ARPS. Colette et al. (2003) found that the inclusion of
topographic shading could delay the morning inversion-
layer breakup in idealized simulations with steep val-
leys by approximately 0.5 h. The field study of Matz-
inger et al. (2003) emphasized the importance of the
topographic shading in the Riviera Valley, where the
delay in local sunrise significantly alters the net radia-
tion balance. In section 4d, we evaluate the effect of
topographic shading. The complete treatment of short-
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TABLE 3. Typical soil moisture values (m®> m~?) for each dataset
in the surface and deep layers. All have close to zero soil moisture
at the rocky outcroppings and in urban areas. The surface layer
does not vary as much as the deep layer and therefore the differ-
ences between the valley and slope are not given. The three-level
data are constant in each elevation range.

Deep (1.0 m)
Surface Valley floor Slopes
(0.01 m) (<500 m MSL)  (500-2200 m MSL)
ECMWF 0.35 0.37 0.37
WaSiM 0.32 0.25 0.10
Three level Same as deep 0.28 0.18

and longwave radiation in ARPS is described in Xue et
al. (2001).

g. Turbulence and computational mixing

The standard closure models in ARPS include 1.5-
order turbulent kinetic energy (TKE-1.5) (Deardorff
1980; Moeng 1984) and static Smagorinsky-Lilly mod-
els (Smagorinsky 1963; Lilly 1962). The TKE-1.5 model
solves an equation for the turbulent kinetic energy to
determine the velocity scale for use in an LES-type
eddy-viscosity formulation. The model can be used for
LES as long as the chosen length scale is proportional
to the filter width, as is done in ARPS (Deardorff 1980;
Moeng 1984). The TKE approach is especially useful
when a large fraction of the velocity scales is contained
in the subfilter scales, as for coarse-resolution grids
(Pope 2000, chapter 13).

The TKE-1.5 closure is used in most of our simula-
tions, but the DRM of Chow et al. (2005) has also been
applied at the 350-m grid. The DRM is a mixed model,
combining a high-order scale-similarity term with a dy-
namic eddy-viscosity model. Here we use the Bardina
scale-similarity term together with the dynamic model
of Wong and Lilly (1994). Further details about the
model and its implementation over complex terrain can
be found in Chow (2004, chapter 8). Simulations of
neutral boundary layer flow using DRM over flat ter-
rain were able to represent accurately the expected
logarithmic layer near the bottom boundary, unlike
standard eddy-viscosity models (Chow et al. 2005). Ap-
plications to flow over an isolated hill (Askervein Hill,
Scotland) were also successful (Chow and Street 2004).
Here, the DRM is also applied to the transport equa-
tion for potential temperature.

In addition to the turbulence model, fourth-order
computational mixing is used to damp high-frequency
motions that can build up because of nonlinear inter-
actions; this can be considered a type of hyperviscosity
and is applied in computational space (and, in the case
of potential temperature, to the perturbations from the
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homogeneous base state). ARPS also includes a diver-
gence damping term to control acoustic noise. The im-
pact of both of these damping terms has been investi-
gated, and the coefficients have been set to give the
minimum amount of mixing required for stability.

4. Verification and comparison with observation
data

Detailed results comparing the REF and LU-SM
simulations with observation data for 25 August 1999
are given in this section. All results are from the 350-
m-resolution grid unless otherwise noted. The 150-m
grid data are used in Part II to calculate profiles of the
heat budget components over the valley base.

a. Surface temperature and wind time series

Typical thermally driven valley-wind patterns include
the onset of upslope winds on the valley walls in the
morning and the development of upvalley winds during
the day. In the evening, the winds make a transition to
downslope and downvalley directions. The heating
mechanisms that drive the Riviera Valley wind transi-
tions are evaluated in detail in Part II. A comprehen-
sive discussion of slope and valley winds can be found
in Whiteman (2000). The winds in the Riviera exhibit
some aspects of typical valley flow patterns, as de-
scribed further below.

Figure 4 shows the evolution of the surface potential
temperature 6 on 25 August at site Al (Bosco di Sotto,
see Table 4 and Fig. 2b) near the center of the simula-
tion domains. Surface and radiosonde observations
were collected at this location during the field cam-
paign. The observations are compared to the REF,
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FI1G. 4. Surface potential temperature time series at Bosco di
Sotto (site Al): observations (filled circles), LU-SM (open
circles), REF-ST (times signs), and REF (open squares).
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TABLE 4. Surface station locations, shown in Fig. 2b.

Site Name Location Elev (MSL) Measurement height (AGL)
Al Bosco di Sotto Valley floor (46.265°N, 9.012°E) 250 m 15.9,28 m

B Rored Eastern slope (46.263°N, 9.031°E) 760 m 22,28 m

C Pian Perdascio Western slope (46.238°N, 9.005°E) 340 m Sm

El Roasco Eastern slope (46.267°N, 9.037°E) 1060 m 2,12.7m

E2 Monte Nuovo Eastern slope (46.271°N, 9.036°E) 1030 m 16.8,22.7m

REF-ST, and LU-SM results. To quantify further the
comparison, the first three rows of Table 5 show the
root-mean-square errors (rmse) and mean errors (bias)
between simulations and surface observations at site
Al. They are defined as

1

M
bias = E

rmse =

/=1 i

N
Zl (A;;— B,, and (1)

ZIH

172
- (Ai,j - Bi,j)2:| 5 (2)

where M is the number of time steps, N is the number
of grid points, and A;; and B;; are the values of the
datasets being compared.

From Fig. 4, we see that REF strongly underpredicts
surface temperatures by up to 6 K (with an rmse of 3.20
K) while LU-SM stays within less than about 1 K from
the observations (rmse of 0.69 K). After further inves-
tigation at the suggestion of one of the reviewers, the
difference between the surface temperature in REF
and LU-SM was found to be mostly due to the soil
temperature initialization. REF uses soil temperature
fields interpolated from ECMWF data, which are al-
most uniform over the 350-m Riviera Valley domain.
LU-SM, on the other hand, uses an offset from the air
temperature to initialize the soil temperature on the
350-m grid and thus has elevation-dependent values
that are more realistic and provide improved agree-
ment with the observations. This hypothesis was veri-
fied by REF-ST, which uses the REF setup except that
we initialized the soil temperature with an offset like in
LU-SM, giving a reduction in rmse from 3.20 (REF) to
1.60 (REF-ST) K. The REF-ST setup required a simple
code modification from the standard initialization op-
tions available in ARPS and showed the importance of
spatial variability in soil temperature in complex ter-
rain. All simulations except REF use the temperature
offset to initialize the soil temperature (see Table 1).
Because of the large temperature bias in REF, subse-
quent comparisons are made between REF-ST (rather
than REF) and LU-SM, so as to isolate further differ-
ences in the model runs.

Figure 5 shows the evolution of surface wind speed U

and direction ¢, also at site Al. During the first 67 h
on 25 August, the dominant winds were downvalley
(about 330°). Between 0600 and 0800 UTC [local time
is Central European summer time (CEST) = UTC + 2
h], winds shift to upvalley (about 150°). Local sunrise is
at approximately 0700 UTC at the valley floor but is
earlier on the east-facing slopes and in the Magadino
Valley (see Fig. 2). Sunset is at approximately 1600
UTC, and the winds shift to downvalley starting at
about 1800 UTC. The surface winds are generally weak
at night and become stronger with the onset of the
upvalley flow during the day.

Comparisons with observations are now only shown
for REF-ST and LU-SM for simplicity (the wind speed
for REF-ST is similar to REF), but the rmse and bias
values in Table 5 also include REF. The LU-SM pre-
dictions of the wind speed in Fig. 5 show the onset of
upvalley winds about 1-2 h later than observed at site
A1, but this is significantly better than both REF-ST
and REF. The surface wind speed rmse values at site
A1l are similar for all three simulations, but the rmse
does not reflect the fact that the wind transition delay in
upvalley winds is 3-4 h for REF-ST and 4-5 h for REF.
The ARPS data in the surface time series are from the
lowest model level, which for the horizontal winds and
temperature is at Az, ;,/2 (15 m for the 350-m grid; see
Table 2). The comparison is usually made with the clos-
est observation level, but there can be surface layer
effects due to the plant canopy, which is not repre-
sented in the model; thus, comparisons to a higher mea-
surement level are often better. At site Al we take an
average of the observations at 15.9 and 28 m AGL. The
wind direction is not representative of the diurnal val-
ley flows when winds are weak, making comparisons
with LES results difficult. Nevertheless, the surface
wind direction and speed are reproduced very well by
LU-SM. The results of de Wekker et al. (2005) showed
a 2-h delay in the onset of the upvalley winds and did
not capture the evening transition to downvalley winds.

Overall, the errors between the observations and the
simulated fields at site Al from LU-SM are very small
in the Riviera Valley (e.g., rmse of ~0.7 K for potential
temperature and ~1.3 m s~ for wind speed), especially
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TABLE 5. Root-mean-square errors (rmse) and mean errors
(bias) for potential temperature, wind speed, and wind direction
for simulations compared with observations at site C (western
slope) at 5 m AGL, at site Al using the average of 15.9- and 28-m
values, and at sites B, E1, and E2 on the eastern slope using data
from measurements at 22, 12.7, and 22.7 m, respectively; see Table
4. Note that the measurements at 5 m AGL for site C do not agree
as well with the simulations because of the low measurement
height, where the influence from the vegetation canopy is large.

6 (K) U(ms™) é ()
Site Run Rmse Bias Rmse Bias Rmse Bias
Al REF 320 -—-3.04 147 —-053 8642 —1.50
REF-ST 160 -139 125 -026 7092 —9.33
LU-SM 069 -041 128 0.57 6321 —11.05
B REF 1.00 —-0.05 0.70 0.14 9324 —-10.92
REF-ST  0.89 0.06 0.85 027 77.06  —9.63
LU-SM 1.08 075 1.24 0.77 8821 —27.19
C REF 4.88 440 0.68 0.16 69.97 —35.79
REF-ST 5.03 457 0.53 0.04 6526 —23.42
LU-SM 544 520 0.79 047 69.57 —3.17
El REF 1.04 —-038 1.56 —0.99 56.17 14.95
REF-ST 096 —-0.37 153 —-1.01 57.65 11.11
LU-SM  0.60 0.12 144 —-0.61 53.14 11.98
E2 REF 1.29 -117 097 022 5772 —-9.94
REF-ST 132 -122 084 —-025 61.79 —14.93
LU-SM 081 -0.74 085 0.16 5452 —11.83

when compared with the results of other typical
simulations (Zéngl et al. 2004; Zhong and Fast 2003).
LU-SM significantly reduces all of the errors except the
wind direction bias, where REF-ST exhibited more
fluctuations and hence a lower overall bias. Wind di-
rection errors are large because of the fluctuations
present at low wind speeds.

The most likely reason for the delayed along-valley
wind transitions in the ARPS simulations is poor rep-
resentation of surface soil conditions. Soil moisture
controls the partitioning of surface heat fluxes into sen-
sible and latent fluxes, thus determining the heating
and cooling of the surface and ultimately the strength of
along-valley and slope winds. Sensitivity tests in section
Sa confirm that changes in the soil moisture can signifi-
cantly change the onset of valley wind transitions. Sen-
sitivity to the soil temperature offset used for initializa-
tion in all runs except REF was small and therefore was
not investigated further.

The surface observations at the valley floor provide a
simple reference for evaluating the simulation results,
but we compare results at additional sites because the
complex topography can lead to different wind transi-
tions at different locations. Figures 6 and 7 show ob-
served and simulated winds at surface stations at site C
(Pian Perdascio; east-facing slope) and site E2 (Monte
Nuovo; west-facing slope) (see Fig. 2b). Quantitative
errors are given in Table 5 for these and two other sites
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Fi1G. 5. Surface data time series comparisons at Bosco di Sotto
for (a) wind speed and (b) wind direction: observations (averaged
from 15.9 and 28 m AGL; filled circles), LU-SM (open circles),
and REF-ST (times signs).

on the eastern slope (B, E1). Note that the measured
and simulated wind directions indicate the upslope and
downslope transitions along the slopes and not the up-
valley/downvalley directions as at site A1l. Comparisons
along the slopes are often difficult because of the effect
of the plant canopy (van Gorsel et al. 2003) and can be
very sensitive to the exact location chosen on the grid;
moving 100 m to the east or west can change the eleva-
tion by almost 100 m.

b. Vertical profiles

Figure 8 compares the potential temperature, wind
speed, wind direction, and specific humidity g simu-
lated by REF-ST and LU-SM with radiosonde data
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FIG. 6. Surface data time series comparisons at Pian Perdascio
(site C, on western slope) for (a) wind speed and (b) wind direc-
tion (observations at 5 m AGL: filled circles, LU-SM: open circles,
and REF-ST: times signs).

from site Al. The temperature structure of the atmo-
sphere early in the morning (0739 UTC) is character-
ized by a stable layer below 1.5 km MSL, a very stable
layer between 1.5 and 2.2 km MSL, and a mixed or
slightly stable layer above that extends to about 4.5 km
MSL. The strong capping inversion at about 2 km MSL
is also present in the synoptic flow and is likely due to
large-scale subsidence near a regional high pressure
system; soundings well outside of the Alps in Milan, for
example, also exhibit this inversion. Typical valley in-
version-layer breakup theory predicts that the mixed
layer will continue to grow while there is surface heat-
ing, as on such a convective day, and will eventually
extend over the entire valley depth (Whiteman 2000).
The radiosonde observations, however, only show an
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F1G. 7. Surface data time series comparisons at Monte Nuovo
(site E2, on eastern slope) for (a) wind speed and (b) wind direc-
tion (observations at 22.7 m AGL: filled circles, LU-SM: open
circles, and REF-ST: times signs).

800-m mixed layer near the ground at 1208 UTC. The
valley atmosphere above remains stable. The fact that
the evolution of the vertical structure is atypical can be
seen further from the sounding at 1508 UTC, when the
surface temperature has increased by another degree
but the mixed-layer depth has decreased to about 500
m. This situation indicates the presence of other pro-
cesses that act to inhibit mixed-layer growth. The per-
sistence of the stable layer throughout the day may be
due to the presence of a strong secondary circulation
and subsidence warming in the valley; these features
are particularly evident on 21 and 22 August. They
have been discussed by Weigel and Rotach (2004) and
are analyzed in more detail in Part II.

The agreement between LU-SM and the observed
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F1G. 8. The 0739, 0915, 1208, 1508, 1800, and 2118 UTC radiosonde observations (dots) compared with LU-SM (solid line) and

REF-ST (dashed line) simulations at Bosco di Sotto (site Al) for
humidity on 25 Aug 1999. Note that ¢ is equivalent to ¢ + 360.

profiles in Fig. 8 is much better than that for REF-ST,
which does poorly near the ground. In particular, the
potential temperature from REF-ST exhibits a cold
bias below 1 km MSL. The REF-ST wind direction also

potential temperature, wind speed, wind direction, and specific

fails to exhibit the observed upvalley flow at 0915. Our
simulated profiles are taken from one instant at the
hour or half-hour closest to the radiosonde ascent time
and are interpolated horizontally to the launch loca-
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Fi1G. 8. (Continued)

tion. In the afternoon, the observed wind profiles cor-
roborate the measurements at the surface stations,
which show increased wind speeds during the upvalley
wind period. Both simulations, however, fail to match
the observed surface warming during the afternoon,

particularly at 1508 UTC. The wind speed profiles are
especially difficult to compare because observed winds
depend on fluctuations of the radiosonde’s position as it
rises. We cannot expect the LES results to provide ex-
actly the same instantaneous profiles, but rather they
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represent the “mean” or resolved-scale structure (Ger-
mano 1996). Another significant discrepancy between
the observations and the simulation results is found at
2118 UTC, when the inversion at 2 km MSL sharpens;
the simulations do not resolve this feature in the tem-
perature or humidity profiles. Wind data at 2118 UTC
are missing near the surface, but the simulations indi-
cate that the winds have reversed to downvalley, in
agreement with the surface station time series observa-
tions (Fig. 5).

Table 6 shows the rmse and bias errors for LU-SM
for each profile, including data up to about 6 km MSL;
the errors are very small (e.g., ~2m s~ * for wind speed)
and confirm the good agreement between simulations
and observations that is seen visually. Table 6 also
gives the rmse and bias over all sounding times for REF
and REF-ST, showing the overall improvement for
LU-SM (e.g., 6 rmse decreases from 1.43 to 0.94 K and
U rmse decreases from 2.29 to 2.04 m s~ !, from REF to
LU-SM). The results of de Wekker et al. (2005) showed
good surface temperature agreement at 0915, 1208, and
1508 UTC, but further above the ground the modeled
profiles were too smooth and did not compare as well
to observations as did our LU-SM results. Specific hu-
midity is also better reproduced in our simulations. It is
difficult to compare wind predictions directly because
de Wekker et al. (2005) presented vector profiles in-
stead.

c. Surface heat and momentum fluxes

Surface fluxes in ARPS are calculated from similarity
theory, and they provide the necessary surface heating
and cooling to drive valley winds. Figure 9 shows the
modeled and observed time series of the sensible heat
flux at surface stations Al (valley floor) and B (eastern
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slope) for REF-ST and LU-SM; these stations are cho-
sen to highlight differences between fluxes on the valley
floor and slopes and because data were available and of
good quality. The heat flux is the kinematic heat flux
defined as w6, where the overbar denotes spatial aver-
aging. The heat fluxes from LU-SM compare very well
to the observations, especially considering the high spa-
tial variability observed in the valley resulting from lo-
cal slope variations (de Wekker 2002, his Fig. 2.10). The
REF-ST results predict less than one-half of the peak
magnitude of the observed heat fluxes, thus reflecting
the influence of soil moisture on surface heating and
the consequently delayed onset of the upvalley winds.
Station B on the east slope exhibits stronger negative
heat fluxes at night than does station A1 (0000-0700
UTC). Significant positive heat fluxes are observed
during the day at both sites, with the simulations giving
higher values at the valley floor than observed during
the latter half of the afternoon. The peak heat flux is
delayed on the east slope relative to the valley floor
because the slope does not receive direct sunlight until
later in the morning and is heated until later in the
afternoon. The peak magnitude is also much larger at
site B because of the surface inclination and exposure
of the site in the afternoon.

d. Radiation budget

The simulated surface heating depends on accurate
representations of the incoming and outgoing radiation.
Figure 10 shows the surface radiation balance through-
out the day from LU-SM as compared with measure-
ments at surface station Al. (Differences for REF-ST
are very small and therefore are not shown.) The model
slightly overpredicts incoming shortwave radiation,
probably because of aerosols present in the Riviera at-

TABLE 6. Rmse and mean errors (bias) for potential temperature, wind speed, wind direction, and specific humidity, for each
radiosonde launch (UTC) for LU-SM. The summary of all radiosonde launches is given in the row labeled “all”; comparisons with the
REF and REF-ST results are also shown. Wind observation data were not available (NA) for 0600 UTC. ARPS data were taken from

output at the nearest half-hour.

6 (K) U(ms™') ¢ () q(gkg ")
Site Time Rmse Bias Rmse Bias Rmse Bias Rmse Bias
LU-SM 0001 1.17 0.21 1.94 —0.05 38.00 —16.33 1.02 0.28
0600 1.26 0.48 NA NA NA NA 1.16 -0.35
0739 0.82 —0.38 2.35 0.93 65.88 —7.10 1.15 -0.15
0915 0.66 -0.34 1.99 -0.38 31.74 -11.30 0.93 -0.79
1208 1.06 —0.80 1.75 —0.41 24.26 —4.27 1.24 0.04
1508 0.99 -0.77 1.81 -0.09 61.29 —-8.71 1.21 0.08
1800 0.56 0.00 2.77 -0.90 54.09 16.13 1.33 —0.06
2118 0.75 -0.15 2.29 0.20 23.96 —10.36 1.26 -0.95
LU-SM All 0.94 -0.22 2.04 -0.12 45.73 -5.99 1.17 -0.24
REF All 1.43 -0.73 2.29 —0.35 55.47 3.96 1.45 -0.75
REF-ST All 1.14 -0.52 2.26 -0.34 44.80 -3.17 1.27 -0.56


































