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ABSTRACT

In this two-part paper, the impact of level-II Weather Surveillance Radar-1988 Doppler (WSR-88D)
reflectivity and radial velocity data on the prediction of a cluster of tornadic thunderstorms in the Advanced
Regional Prediction System (ARPS) model are studied. Radar reflectivity data are used primarily in a cloud
analysis procedure that retrieves the amount of hydrometeors and adjusts in-cloud temperature, moisture,
and cloud fields, while radial velocity data are analyzed through a three-dimensional variational (3DVAR)
scheme that contains a mass divergence constraint in the cost function. In Part I, the impact of the cloud
analysis and modifications to the scheme are examined while Part II focuses on the impact of radial velocity
and the mass divergence constraint.

The case studied is that of the 28 March 2000 Fort Worth, Texas, tornado outbreaks. The same case was
studied by Xue et al. using the ARPS Data Analysis System (ADAS) and an earlier version of the cloud
analysis procedure with WSR-88D level-III data. Since then, several modifications to the cloud analysis
procedure, including those to the in-cloud temperature adjustment and the analysis of precipitation species,
have been made. They are described in detail with examples.

The assimilation and predictions use a 3-km grid nested inside a 9-km one. The level-II reflectivity data
are assimilated, through the cloud analysis, at 10-min intervals in a 1-h period that ends a little over 1 h
preceding the first tornado outbreak. Experiments with different settings within the cloud analysis proce-
dure are examined. It is found that the experiment using the improved cloud analysis procedure with
reflectivity data can capture the important characteristics of the main tornadic thunderstorm more accu-
rately than the experiment using the early version of cloud analysis. The contributions of different modi-
fications to the above improvements are investigated.

1. Introduction

The development of high-resolution nonhydrostatic
models and the rapid increase of computer power are
making the explicit prediction of thunderstorms a real-
ity (Droegemeier 1990, 1997; Lilly 1990; Xue et al. 2003,
hereafter Xue03). Data assimilation plays an important
role in providing an accurate initial condition for the
model forecast. The operational Weather Surveillance
Radar-1988 Doppler (WSR-88D) network of the
United States (Crum and Alberty 1993) is a key source

of data for initializing storm-scale numerical weather
prediction (NWP) models as it is the only operational
platform capable of providing observations of spatial
and temporal resolutions sufficient for resolving con-
vective storms.

The analysis of radar data to arrive at a complete set
of initial conditions for an NWP model is challenging,
because radars only observe a very limited set of pa-
rameters, the most important being the radial velocity
and reflectivity. Their spatial coverage is often incom-
plete. To determine atmospheric state variables that
are not directly observed, certain retrieval or assimila-
tion techniques have to be used.

Four-dimensional variational data assimilation
(4DVAR), which obtains a full set of model initial con-
ditions that provides the best fit between the model
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solution and radar observations within a time (assimi-
lation) window, is considered ideal for this purpose.
Some encouraging 4DVAR results with both simulated
and real radar data have been obtained by Sun et al.
(1991) and Sun and Crook (1997, 1998). On the other
hand, the complexity of developing and maintaining the
adjoint code needed by a 4DVAR system and the high
computational cost of 4DVAR technique for high-
resolution applications are limiting its use in research
and operation. Another relatively new technique is the
ensemble Kalman filter (EnKF) method, which has
been shown recently to produce single-Doppler radar
analyses of thunderstorms that are of similar quality as
the 4DVAR analysis (Snyder and Zhang 2003; Zhang
et al. 2004; Tong and Xue 2005). While also expensive
because of the need for running an analysis and forecast
ensemble of significant sizes, the EnKF method is
easier to implement and is much more flexible.

Other simpler, yet faster, methods exist that attempt
to retrieve unobserved variables from the radar data.
The retrieved state variables can then be analyzed into
the model initial conditions. The wind retrieval meth-
ods include the so-called simple adjoint method (Qiu
and Xu 1992, 1994; Xu et al. 1994; Gao et al. 2001) and
two-scalar method of Shapiro et al. (1995), among oth-
ers. The latter has been used by Weygandt et al. (2002a)
to initialize a numerical model. Additionally, the re-
trieved three-dimensional wind fields at more than one
time level can be used to retrieve thermodynamic fields
(Gal-Chen 1978). The retrieved fields can then be com-
bined via an analysis procedure, as is done in Weygandt
et al. (2002b). Such multistep procedures have an ad-
vantage in being able to make use of multiple radar
volume scans in an inexpensive way, but the involve-
ment of multiple steps and the use of retrieved instead
of direct observations make the optimality of analysis
difficult to achieve.

Another alternative is to analyze the radial velocity
data directly via a three-dimensional variational
(3DVAR) analysis procedure. Certain dynamic or
equation constraints can be built into the 3DVAR cost
function with relative ease. Such a system has been
developed within the Advanced Regional Prediction
System (ARPS) model (Xue et al. 1995, 2000, 2001)
framework and documented in Xue et al. (2003) and
Gao et al. (2002, 2004). It is used in this study to analyze
radial velocity and other conventional observations.
The 3DVAR method is theoretically less optimal than
4DVAR because it lacks a time dimension, but is much
faster. In our study, we bring in the time dimension and
therefore utilize data over a period of time by perform-
ing high-frequency intermittent assimilation cycles.

The use of reflectivity data for the purpose of ther-

modynamic and microphysical retrievals and analysis is
not straightforward. Semiempirical rules can be used to
aid the analysis of these fields. In the current ARPS
system, this is done with a complex cloud analysis pro-
cedure. This cloud analysis procedure has evolved from
that used in the Local Analysis and Prediction System
(LAPS; Albers et al. 1996) with previous modifications
documented by Zhang et al. (1998) and Zhang (1999).
It is a component of both the ARPS 3DVAR analysis
system and ARPS Data Analysis System (ADAS;
Brewster 1996).

In Xue03, the Bratseth (1986) scheme–based ADAS
with the then-current version of cloud analysis is ap-
plied to the 28 March 2000 Fort Worth, Texas, tornado
case. In that work, level-III [Next Generation Radar
(NEXRAD) Information Dissemination Service
(NIDS)] reflectivity data are assimilated at 15-min in-
tervals. While their results are encouraging, significant
discrepancies in the predicted storms are noted in the
paper. In this work, as an attempt to improve the as-
similation and forecast, we replace the ADAS with the
ARPS 3DVAR and in addition assimilate the radial
velocity data directly, with a mass divergence constraint
to couple the wind components together. We employ
an updated version of the cloud analysis that includes a
different scheme for temperature adjustment in the
cloud regions and modifications to other parts of the
procedure. In addition, we use the full-volume level-II
data instead of the level-III data that are of reduced
precision and only include the four lowest tilts of data.

In Part I of this study (this paper), we discuss several
modifications to the cloud analysis procedure and their
impact. In Part II (Hu et al. 2006, hereafter referred to
as Part II) we will focus on the discussion of using radial
velocity data via the 3DVAR procedure. The organi-
zation of this paper is as follows. In section 2, the basic
ARPS 3DVAR scheme is introduced, while the cloud
analysis scheme and the modifications to it are de-
scribed in detail. In section 3, we introduce the case
studied and the design of a set of experiments for in-
vestigating the impact of the updated cloud analysis and
individual modifications. A detailed comparison among
experiments is presented in section 4. Results are then
summarized in section 5.

2. The analysis schemes

a. The basic ARPS 3DVAR scheme

In this part, the conventional data are analyzed with
the ARPS 3DVAR. The main features of the ARPS
3DVAR are introduced here while more details can be
found in Gao et al. (2004) and in Part II.

The ARPS 3DVAR uses an incremental form of cost
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function that includes the background, observation, and
equation constraint terms. The analysis variables in-
clude the three wind components (u, �, and w), poten-
tial temperature (�), pressure (p), and water vapor mix-
ing ratio (q�). Hydrometeors are not analyzed varia-
tionally. In the current system, the cross correlations
between variables are not included in the background
error covariance. The spatial covariances of back-
ground error are modeled by a recursive filter. The
observation errors are assumed to be uncorrelated;
hence observation error covariance is a diagonal ma-
trix. The observation error variances are specified ac-
cording to the estimated errors. Multiple analysis
passes are used to analyze different data types with
different filter scales in order to account for the varia-
tions in the observation spacing among different data
sources. The choice of the filter scales is guided by the
density of observational network to which filter is ap-
plied.

b. The cloud analysis

The cloud analysis procedure incorporates cloud re-
ports from surface observations from Global Observing
System (GOS) of the World Meteorological Organiza-
tion (WMO), METARs (translated roughly from the
French as aviation routine weather reports), geosta-
tionary satellite infrared and visible imagery data, and
radar reflectivity data to construct three-dimensional
cloud and precipitate fields. The products of the analy-
sis package include three-dimensional cloud cover,
cloud liquid and ice mixing ratios, cloud and precipitate
types, icing severity index, and rain, snow, and hail mix-
ing ratios. Cloud-base, cloud-top, and cloud ceiling
fields are also derived. A latent heat adjustment to tem-
perature based on added adiabatic liquid water content
is applied in order to make the in-cloud temperature
consistent with the cloud fields. More details on the
package can be found in the references cited in sec-
tion 1.

The above version of the cloud analysis was used in
Xue03. Since then, several improvements have been
made to the cloud analysis procedure in order to make
it more suitable for thunderstorm initialization. Some
improvements are described in Brewster (2002). In this
section, we introduce the original and updated cloud
analysis schemes and the corresponding modifications,
together with example analyses.

1) THE ANALYSIS OF PRECIPITATION SPECIES

(i) The reflectivity equations

Reflectivity equations that link the precipitation spe-
cies or hydrometeors (rain, snow, and hail mixing ratios

in our case) with the reflectivity are needed to deter-
mine the former from the latter. The process of deter-
mination also utilizes information, such as temperature,
from the background analysis, which usually is an
analysis that has already incorporated other observa-
tions.

In our updated cloud analysis, the three equations
that define the contributions of rain, snow, and hail to
the total reflectivity is based on Smith et al. (1975), and
the exact form used can be found in Tong and Xue
(2005). Based on precipitation types identified accord-
ing to reflectivity and the background state, the rain,
snow, and hail mixing ratios are determined using the
reflectivity equations. We refer to this precipitation
species determination procedure as the SMO scheme.
In the cloud analysis procedure used by Xue03, the
rainwater mixing ratio is retrieved using the Kessler
reflectivity equation (Kessler 1969), and snow and hail
are retrieved using the Rogers and Yau (1989) reflec-
tivity formula. This procedure is referred to as the KRY
scheme.

The SMO reflectivity equations were derived based
on cloud physics and hydrometeor backscattering mod-
els while the KRY equations were based on curve and
parameter fitting to observations. The SMO scheme is
believed to be more accurate.

(ii) The initial determination of hydrometeors
from reflectivity

To perform the cloud analysis, the reflectivity data
are first remapped to the analysis grid using a proce-
dure that employs a local least squares fitting to the
polar-coordinate data assuming that the reflectivity var-
ies quadratically in the x and y directions and linearly in
the vertical. Quality control, including screening for
anomalous propagation, is applied in the remapping
step.

In the SMO scheme, within the radar scan volume,
the grid points are classified into clear or precipitation-
filled categories based on a 10-dBZ reflectivity thresh-
old. This threshold is chosen because most nonhydro-
meteor targets, such as ground clusters, have reflectiv-
ity values less than 10 dBZ but often above 0 dBZ.
Where observations are flagged as missing, the corre-
sponding grid points are categorized as missing too.
The precipitation species at the precipitation-filled
points are retrieved from the observed reflectivity while
those at the clear points are set to zero. For the points
below the lowest radar elevation, the SMO scheme uses
the background values but limits the total mixing ratio
of the hydrometeors to be no larger than the maximum
of total mixing ratios in the column above.

In the KRY scheme, the threshold is set at 0 dBZ
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instead. The points with reflectivity greater than 0 dBZ
are considered to be precipitation-filled, and all other
points are flagged as missing. For the points below the
lowest radar elevation, the KRY scheme sets the pre-
cipitation species to zero. In both cases, for the missing
points and in the areas beyond the radar range, the
background values are used in the final analysis.

Figure 1 shows, as an example, the initial determina-
tions of precipitation species (referred to as observa-
tion-based retrievals hereafter) by the KRY (left col-
umn) and SMO (right column) schemes. The back-
ground field in this case is a 10-min ARPS model
forecast at 3-km resolution and the radar data are from
the Fort Worth WSR-88D radar and are valid at 2250
UTC 28 March 2000. It can be seen that the KRY
scheme gives much more hail and rain but less snow
than the SMO scheme, reflecting the warm-rain root of
the KRY scheme. In the rain field of the SMO scheme,
the large values under the lowest radar elevation came
from the forecast background.

(iii) The final analysis of hydrometeors

The next step of hydrometeor analysis consists of a
judiciary combination of the background values with
those determined from reflectivity observations. In the
scheme used in Xue03 (denoted as the Xue03 scheme),
the greater one among the background and observa-
tion-based values is taken. In our updated scheme,
based on the belief that the radar-observed precipita-
tion is much more reliable than the model prediction,
the values determined from the observations are used
whenever available. This new procedure helps remove
spurious precipitation in the forecast background. With
the updated scheme, where valid radar observation is
present, the reflectivity-based retrieval is chosen over
the background value.

As an example, we show in Fig. 2 the final analysis of
precipitation species by the Xue03 scheme, which cor-
responds to the initial determination shown in the left
column of Fig. 1. It can be seen that in this case the
background values dominate the final analysis for all
three species. The reflectivity fields calculated from the
background hydrometeors, the final analysis of the
Xue03 scheme, and that of the updated scheme are
plotted in Fig. 3. We can see that the reflectivity from
the Xue03 scheme largely mirrors the background,
while the reflectivity using the updated scheme shows
more detailed observed structures inside the storms.

2) THE ANALYSIS OF CLOUD WATER AND CLOUD

ICE

To estimate cloud water and cloud ice mixing ratios,
the adiabatic liquid water content (ALWC) is estimated

by assuming a moist-adiabatic ascent from cloud base
to cloud top. A reduction is applied to the ALWC to
account for entrainment. In the scheme used by Xue03,
the curve of reduction was determined from field data
collected largely from isolated towering cumulus clouds
(Warner 1970). This curve tends to produce liquid and
ice water contents that are too low. In the cases of
supercell and widespread thunderstorms, clouds have
much larger vertical and horizontal extent and less en-
trainment in the center of storm cells. Based on this
consideration, a new entrainment curve is devised in
the updated scheme to limit the reduction of cloud wa-
ter and ice due to entrainment. Figure 4 shows the
analyses of cloud water and cloud ice using the curve of
Xue03 (left) and the new curve (right). The increase in
cloud mixing ratio with the latter is evident. In our
experiments at 3-km horizontal resolution, the cloud
water and cloud ice analyzed using the updated scheme
can usually sustain the model reflectivity for no less
than 10 min.

3) IN-CLOUD THERMAL ADJUSTMENT

Temperature adjustment associated with precipitat-
ing clouds is very important in sustaining existing con-
vection. In the cloud analysis used in Xue03, the tem-
perature adjustment is calculated from the latent heat
release corresponding to the added cloud water and ice
(referred to as the latent heat scheme). In the updated
scheme, a moist-adiabatic temperature profile with the
same entrainment factor as applied to the cloud water is
used to adjust the temperature after determination of
cloud and precipitation contents. This adjustment
scheme is more consistent with the physics of a convec-
tive storm because it reflects the temperature change in
an ascending moist air parcel. The typical temperature
adjustments due to the two schemes are plotted in Fig.
5. The profile of horizontally averaged temperature in-
crements show that the moist-adiabat-based scheme
heats the atmosphere through a greater depth, while
the latent heat scheme warms the atmosphere more at
the middle and lower levels where cloud water and ice
are concentrated (Fig. 5a). The difference in the tem-
perature adjustments of the two schemes at 4.5 km
MSL shown in Fig. 5b has a similar pattern as the ob-
served reflectivity.

3. ARPS data assimilation and forecast systems
and design of experiments

As stated earlier, in this study, we apply our 3DVAR
and the updated cloud analysis schemes to the Fort

678 M O N T H L Y W E A T H E R R E V I E W VOLUME 134



FIG. 1. Cross sections of snow, hail, and rain fields determined from reflectivity observations by the (left) KRY and (right) SMO
schemes using the background analysis, for 2250 UTC 28 Mar 2000.
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FIG. 2. Cross section of final analysis of snow, hail, and rain
fields by the cloud analysis used by Xue03, for 2250 UTC 28 Mar
2000.

FIG. 3. Cross section of reflectivity fields calculated from pre-
cipitation mixing ratios of (a) background, (b) the cloud analysis
of Xue03, and (c) the updated cloud analysis, for 2250 UTC 28
Mar 2000.
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Worth tornado case studied by Xue03. We evaluate the
performance of the analysis mainly by examining the
quality of the subsequent forecast.

On 28 March 2000, two tornadoes were observed in
the Fort Worth, Texas, area. One reached F2 intensity
(maximum winds 51 to 70 m s�1) and struck downtown
Fort Worth at around 6:15 P.M. LST 28 March (0015
UTC 29 March) 2000. The tornado funnel developed
directly over the city, descended, and stayed on the
ground for at least 15 min. The tornado caused exten-
sive damage to several structures, including high-rise
buildings. It directly caused two fatalities and many in-
juries. The parent storm also brought torrential rains
and softball-sized hailstones, causing two deaths from
flooding in the eastern portion of Tarrant County
(highlighted in Fig. 6a), near Arlington, and one addi-
tional death due to hail. Another tornado from the
same complex of storms touched down in south Arling-

ton, approximately 25 km east of Fort Worth, about 30
min after the Fort Worth tornado, at about 7:00 P.M.
LST 28 March (0100 UTC 29 March) 2000. These tor-
nadoes have special significance because they struck
the center of a major metropolitan area.

The mesoscale and synoptic-scale settings in which
the tornadic thunderstorms occurred are described in
Xue03. The primary goal of this work is to test the
impact of level-II WSR-88D reflectivity and radial ve-
locity data on the ability of a high-resolution model and
its data assimilation system to initialize and forecast
preexisting thunderstorms. The capabilities of the
ARPS 3DVAR and the improved cloud analysis pro-
cedure are also examined through real data experi-
ments. In this paper, we focus on the cloud analysis
procedure and its impact; the impact of assimilating
radial velocity data will be discussed in Part II. Because
all thunderstorms to be studied occurred within the

FIG. 4. Cross section of cloud water and cloud ice fields from the cloud analysis with the entrainment curve
used in (left) Xue03 and (right) the new curve with reduced entrainment, for 2250 UTC 28 Mar 2000.
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range of Fort Worth (KFWS) radar during the period
of assimilation, only data from KFWS are used.

Similar to the experiments reported by Xue03, two
one-way nested grids are used here, with the resolu-
tions of 9 and 3 km, respectively. The two grids cover
areas of 1000 km � 1000 km and 450 km � 300 km,
respectively, and the vertical grid spacing is increased
from 20 m at the surface to about 770 m at the model
top located at 21.1-km height. The same model grids
are used for the analysis and forecast, and the increased
near-surface vertical resolution allows for better reso-
lution of the boundary layer features. These model set-
tings are essentially the same as in Xue03, except that
an updated version of ARPS is used. Specifically, we
employ full model physics, including a two-layer soil–
vegetation model and Lin et al. (1983) ice microphysics
but without cumulus parameterization. At 3-km reso-
lution, cumulus parameterization is usually not needed
while the 9-km resolution falls into a “gray” area where
neither explicit nor parameterization precipitation
physics works well. A corresponding 9-km experiment
with the Kain–Fritsch cumulus parameterization
scheme led to poorer results on the 3-km grid.

The 9-km grid is initialized at 1800 UTC 28 March,
from a single 3DVAR analysis that combined rawin-
sonde, wind profiler, METAR surface observations and
Oklahoma Mesonet data, using the National Centers
for Environmental Prediction (NCEP) Eta Model 1800
UTC analysis as the background. At the lateral bound-
aries, the 9-km grid is forced by the Eta 1800 UTC

forecasts at 3-h intervals. No data assimilation is per-
formed for the 9-km grid and the forecast is run for 12
h, ending at 0006 UTC 29 March. With the primary goal
of initializing preexisting storms, the 3-km grid is
started at a later time (2200 UTC), when some of the
thunderstorms have already formed and were captured
by the KFWS radar.

Different from the 3-km experiments of Xue03, we
use the ARPS 3DVAR instead of the ADAS as the
analysis tool. Further, we use and examine an improved
version of the cloud analysis. In addition, we use level-
II data instead of level-III data with 10-min instead of
15-min intermittent assimilation cycles. As in Xue03,
the hour-long assimilation period starts at 2200 UTC
and ends at 2300 UTC, about 1 h 15 min before the
tornado touched down in Fort Worth. The level-II data
contain 9 (in the first half hour) or 14 (in the second
half hour) instead of the four elevation levels of level-
III data used in Xue03, and that data do not have level
III’s degradation in the radial velocity data precision
(level-III radial velocity data were used in Xue03
through a simple radial velocity adjustment procedure
of the ADAS). The reflectivity data are used in the
cloud analysis procedure to retrieve cloud and hydrom-
eter fields and to make adjustments to in-cloud tem-
perature and moisture. The radial velocity data are ana-
lyzed by the 3DVAR subject to a mass divergence con-
straint (as detailed in Part II).

Since data representing very different spatial scales
are used, we employ the multipass strategy employed

FIG. 5. (a) The profile of horizontally averaged temperature increments from adjustments using the moist-
adiabatic profile (of the updated version) and latent heat (used in Xue03) methods, and (b) the difference in the
temperature increment between these two methods at 4.5 km MSL, for 2250 UTC 28 Mar 2000.
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