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ABSTRACT

This paper analyzes the three-dimensional flow structure and the heat budget in a typical medium-sized
and steep Alpine valley—the Riviera Valley in southern Switzerland. Aircraft measurements from the
Mesoscale Alpine Programme (MAP)-Riviera field campaign reveal a very pronounced valley-wind system,
including a strong curvature-induced secondary circulation in the southern valley entrance region. Accom-
panying radio soundings show that the growth of a well-mixed layer is suppressed, even under convective
conditions. Our analyses are based on the MAP-Riviera measurement data and the output of high-
resolution large-eddy simulations using the Advanced Regional Prediction System (ARPS). Three sunny
days of the measurement campaign are simulated. Using horizontal grid spacings of 350 and 150 m (with a
vertical spacing as fine as 20 m), the model reproduces the observed flow features very well. The ARPS
output data are then used to calculate the components of the heat budget of the valley atmosphere, first in
profiles over the valley base and then as averages over almost the entire valley volume. The analysis shows
that the suppressed growth of the well-mixed layer is due to the combined effect of cold-air advection in the
along-valley direction and subsidence of warm air from the free atmosphere aloft. It is further influenced
by the local cross-valley circulation. This had already been hypothesized on the basis of measurement data
and is now confirmed through a numerical model. Averaged over the entire valley, subsidence turns out to
be one of the main heating sources of the valley atmosphere and is of comparable magnitude to turbulent
heat flux divergence. On the mornings of two out of the three simulation days, this subsidence is even
identified as the only major heating source and thus appears to be an important driving mechanism for the
onset of thermally driven upvalley winds.

1. Introduction

On fair-weather days, complicated thermally driven
flow patterns can develop in mountain valleys and af-

fect the atmospheric boundary layer evolution. Such
flow patterns are typically a superposition of several
scales of motion, including local slope winds (directed
normal to the valley axis and along the slopes), chan-
neled and thermally induced valley winds (parallel to
the valley axis), and mountain–plain winds on the re-
gional scale. The phenomenology of these flows has
been well investigated and is comprehensively de-
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scribed in numerous reviews (e.g., Wagner 1938; Barry
1992; Whiteman 1990, 2000). Slope winds are under-
stood to arise as a consequence of horizontal density
gradients between the surface layer over the slopes and
the air over the center of the valley. Their physics can
be reproduced by relatively simple conceptual models
(Egger 1990). For valley winds, however, there is still
some controversy regarding the driving mechanisms.
This paper uses large-eddy simulation of flow in a steep
Alpine valley to investigate the nature of along-valley
wind formation using the heat budget as an analysis
tool.

It is known that the diurnal cycle of potential tem-
perature in a valley atmosphere reveals a higher ampli-
tude than the corresponding cycle over an adjacent
plain (e.g., Neininger 1982; Vergeiner and Dreiseitl
1987). While it is plausible that the resulting gradients
in hydrostatic pressure drive winds in the along-valley
direction, it is not yet clear why valleys heat more dur-
ing the day and cool more at night than do the adjacent
plains. Often, this is explained by means of the simple
topographic amplification factor (TAF) concept (e.g.,
Wagner 1938; Steinacker 1984; McKee and O’Neil
1989). It is based on a volume argument, stating that (in
the daytime case) a given amount of incoming solar
radiation applied over a mountain valley heats a
smaller volume of air than if applied over a plain, re-
sulting in a larger heating rate of the valley atmosphere.
In an analogous way, the nocturnal cooling rate (driven
by the emission of longwave radiation from the surface)
is stronger in a valley than over flat terrain. The main
limitation of the TAF concept is its assumption that the
control volume must be thermodynamically closed, that
is, that no heat must be exchanged with the synoptic-
scale flow in the free atmosphere above the valley.
Moreover, it fails in the case of rectangular valleys.
Another concept, which has been developed on the ba-
sis of idealized simulations, suggests subsidence heating
as an important driving mechanism (Rampanelli et al.
2004): because of a thermally induced cross-valley cir-
culation, which extends well above the valley top, warm
air of the free atmosphere is forced to subside, thus
warming the valley. So far, however, there have been
very few estimates of the heat budget terms in a day-
time valley atmosphere from measurements (e.g., Hen-
nemuth 1987; Kalthoff et al. 2000; Weigel and Rotach
2004), and they lack the spatial and temporal resolution
to assess quantitatively the underlying heating mecha-
nisms.

With the advances of computer technology, high-
resolution numerical simulations have become an im-
portant tool in the investigation of small-scale processes
and the flow structure over mountainous terrain (e.g.,

De Wekker et al. 2005; Gohm et al. 2004; Zängl et al.
2004, to mention only very recent studies). Such simu-
lations can be used for heat budget analyses. Fast et al.
(1996), for example, used the Regional Atmospheric
Modeling System (RAMS; Pielke et al. 1992) to inves-
tigate the nighttime heat budget of the Sindbad Basin in
Colorado and were able to confirm in part the mea-
surements of Whiteman et al. (1996).

We have chosen the Riviera Valley in southern Swit-
zerland (base width: 1.5 km, length: 15 km, depth: 2–2.5
km) to investigate the daytime flow structure, thermal
characteristics, and, ultimately, the heat budget in a
typical medium-sized Alpine valley. In our approach,
we combine measurements from the Mesoscale Alpine
Programme (MAP)-Riviera field campaign (Rotach et
al. 2004) with the output of high-resolution large-eddy
simulations (LES). For the modeling, we use the Ad-
vanced Regional Prediction System (ARPS; Xue et al.
2000, 2001, 2003). In Chow et al. (2006, hereinafter Part
I) an optimal model setup for simulating flow in the
Riviera Valley with ARPS is described and results for
one of the three days are evaluated by means of com-
parisons with radiosonde and surface data. Here, we
use this setup to simulate and analyze three days of the
measurement campaign (21, 22, and 25 August 1999)
with fair-weather conditions. The experimental and nu-
merical contexts are briefly described in the next sec-
tion. Section 3 characterizes the three-dimensional flow
structure in the valley and compares model results with
aircraft measurements. The thermal structure is elabo-
rated in section 4, including a heat budget analysis of
profiles over the valley base. The heat budget of the
entire valley is analyzed in section 5 and is put into the
context of the TAF and subsidence concepts of valley
warming.

2. The field experiment and numerical simulations

The experimental setup of the MAP-Riviera project
has been extensively described by Rotach et al. (2004).
The dataset obtained during the measurement cam-
paign includes radio soundings and sonic and profile
measurements, among others, at various surface sta-
tions. A light research aircraft (Neininger et al. 2001)
was also employed. Focusing on both the mean and
turbulence structures, the dataset is of unprecedented
completeness with respect to boundary layer studies in
such complex topography. In Part I radiosonde and sur-
face measurements are used to evaluate the perfor-
mance of ARPS in the Riviera Valley for the 25 August
case. Here we focus primarily on the assessment of the
three-dimensional flow structure in the daytime Riviera
atmosphere. The model performance in this aspect can
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be qualitatively evaluated by means of the airborne
measurements (Weigel and Rotach 2004).

The numerical context for the simulation of the Rivi-
era atmosphere is described in detail in Part I. Simula-
tions were quantitatively evaluated for 25 August 1999,
because data quality and synoptic conditions were most
“ideal” on this day. The setup that has proven to yield
the best results for 25 August is the so-called LU-SM
setup (Part I). In this setup, ARPS is run in a one-way
nesting mode. A grid of 9-km horizontal spacing is ini-
tialized from European Centre for Medium-Range
Weather Forecasts (ECMWF) analysis data and is then
successively nested down to grids of finer horizontal
spacings (3 km, 1 km, 350 m, and 150 m). All of the
simulations start at 1800 UTC of the previous day (local
daylight saving time � UTC � 2 h).

The best setup for the simulation of 21 and 22 August
has turned out to be almost identical to the LU-SM
setup. The only major difference is that on 21 and 22
August the model fields of the first nesting level (9-km
spacing) are additionally nudged over the entire simu-
lation period to the respective interpolated ECMWF
fields, yielding some further improvement of the model
output. This step has been necessary because of the
more complicated synoptic conditions on 21 and 22 Au-
gust: whereas 25 August was almost entirely cloud free

in all nesting domains, the Alps were partially cloud
covered on 21 and 22 August. On 20 August—the day
of initialization for the simulation of 21 August—there
is even rainfall over the larger part of the Swiss Alps,
making the model initialization particularly error prone
and the nudging process important.

Unless otherwise stated, data from model runs on the
350-m grid (finest vertical spacing of 30 m) are used in
this paper, because the 350-m grid is the finest domain
still containing the entire Riviera Valley. The 150-m
grid (finest vertical spacing of 20 m), which does not
cover the whole valley, has been used in section 4b, in
which profiles of heat budget components over the nar-
row valley floor are assessed. The two high-resolution
domains (350 and 150 m) are shown in Fig. 1.

For the choice of initial soil moisture distribution—
one of the most sensitive parameters—the LU-SM
setup of Part I has proven to give the best results, as
before. Following this setup, ECMWF soil moisture
values are used on the 9- and 3-km grids, a semiempiri-
cal three-level initialization is used on the 1-km grid,
and output data of the Water Flow and Balance Simu-
lation Model of the Eidgenössische Technische Hoch-
schule, the Swiss Federal Institute of Technology
(WaSiM-ETH; Jasper 2001) are used for the ARPS
runs on the 350- and 150-m grids. For the three-level

FIG. 1. Topography of (a) the 350-m grid and (b) the 150-m grid. Here “A1” denotes the location of a surface measurement station
(Bosco di Sotto). Data extracted from slices “S150” and “N150” are used in section 4b. “V350” indicates the integration volume used
in section 5.
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soil moisture initialization of the 1-km grid, the same
values are used as on 25 August (see Table 3 in Part I).

In Fig. 2, the diurnal cycle of measured and simulated
surface winds and potential temperatures at measure-
ment site A1 (Bosco di Sotto; see Fig. 1) are displayed
for 21 and 22 August (for 25 August see Figs. 4 and 5 in
Part I). Table 1 shows the corresponding root-mean-
square errors (rmse) and mean errors (bias) for com-
parisons of the modeled surface wind speed, wind di-
rection, and potential temperature to the measure-
ments. Bias and rmse are calculated in the same manner

as described in Part I. The ARPS data used in these
comparisons are extracted from the lowest model level
(i.e., 15 m AGL), whereas the observational data are
averages of measurements at 15.9 and 28 m AGL. The
measurement level at 28 m has been included because
the lower level (15.9 m) is influenced by surface-layer
effects from the plant canopy that are not captured in
the model. On both days the diurnal cycles of potential
temperature and surface winds are reproduced well by
the model. On 21 August, however, the surface valley-
wind magnitude is generally too large (on average by
about 2.5 m s�1) and simulated nighttime surface tem-
peratures are about 3°–4°C too warm. This warm bias is
due to a shallow nocturnal near-ground inversion,
which is observed from the radiosonde measurements
(not shown) but not reproduced by the model. A rea-
son for this model failure may be that the near-surface
valley wind speeds are overestimated by the model in
the first place, thus producing too much vertical mixing
on the surface. The skill scores of these simulations at
surface site A1 are listed in Table 1. It can be seen that
the rmse and bias of wind speed and, in particular, po-
tential temperature are better on 22 August than on 21

FIG. 2. Measured (black) and simulated (gray) time series of (top) potential temperature and (bottom) surface winds at observation
site A1 on (left) 21 and (right) 22 Aug. The comparisons for 25 Aug are shown in Figs. 4 and 5 of Part I.

TABLE 1. Rmse and mean errors (bias) for simulations in com-
parison with measurements at surface station A1: � is the poten-
tial temperature, U is the wind speed, and � is the wind direction;
46 half-hourly values (beginning at 0015 UTC) have been used to
calculate bias and rmse. The high values in � rmse are primarily
the result of light nighttime winds, leading to large directional
fluctuations.

� rmse � bias U rmse U bias � rmse � bias
(K) (K) (m s�1) (m s�1) (°) (°)

21 Aug 2.18 �1.76 2.41 �1.67 54.82 3.01
22 Aug 0.88 �0.19 1.80 �1.03 90.44 �7.93
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